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ABSTRACT In this age of innovation, the application of model-based system engineering is key for solving
complex problems. Complexity issues are particularly prevalent when there are several systems that must
communicate independently. From a system engineering point of view, this is recognized as a system of
systems level. At this level, the major concern is the architecture assessment that is usually performed by
trade study analysis. However, a trade study is a time-consuming and expensive activity. In consideration of
these obstacles, we propose a new trade study process (Bankauskaite and Morkevicius, 2020) for the system
of systems architecture developed in Unified Architecture Framework models. This process is designed to
support automated methods that allow for greater transparency, better uncertainty analysis, and increased
flexibility in adapting to scope changes. One of the crucial stages of the trade study process is the initial
assessment of alternative architectures, called the Base Check. The purpose of this stage is to narrow the set
of solutions to select only plausible alternatives that are of sufficient quality and can be further evaluated. This
paper presents the key rules applicable to initial architecture assessment, together with automated methods.
Provided rules are verified by running an experiment on real-world models to confirm their eligibility.

INDEX TERMS Trade study, alternative analysis, unified architecture framework (UAF), architecture
evaluation, enterprise architecture.

I. INTRODUCTION
Architecture evaluation is one of the key stages in the archi-
tecture development lifecycle. Its main goal is to identify
the best candidate architecture according to the needs and
underlying assumptions. To accomplish that, it is necessary to
conduct an analysis of trade study by comparing the identified
alternatives of architecture and highlighting their key benefits
and deficiencies [2].

Trade study analysis is a time-consuming and expen-
sive activity, requiring a lot of resources and knowledge.
Typically, architectures are individually evaluated on each
parameter of interest, with the results compared [3]. A recent
US Air Force trade study revealed that the average cost was
$15M and it took 21 months to complete [4]. In order to
automate this complex process, it is necessary to develop a
digital, unambiguous, and precise model-based environment
consisting of an architecture framework (AF), modeling
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language, and tool. This allows for faster assessment of more
possible architectures and may lead to the identification of
the most promising solution architectures that may not be
identified using traditional methods [3].

Nowadays, there are several AFs and languages that
are extensively used when it comes to the system of sys-
tems (SoS), such as the NATO Architecture Framework
(NAF) or the Department of Defense Architecture Frame-
work (DoDAF) [5]. Over time, system of systems engineering
(SoSE) continues to evolve to simplify intricate processes
and concepts. Three years ago, a new AF, called the Unified
Architecture Framework (UAF), emerged and became the
official Object Management Group (OMG) standard. UAF
has been designed to support trade studies at various levels,
including three core domains: Strategic, Operational, and
Resources [6]. The mechanism to capture the required data
is provided; however, the process of doing that is miss-
ing [1]. Based on advances in model-based systems engineer-
ing (MBSE), best practices of existing trade study processes,
and UAF principles, the new trade study process for the SoS
architecture is introduced in [1].
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The proposed process is compatible with UAF modeling
language and framework. One of the key stages of the process
is the base check. The goal of this stage is to determine
the quality of alternative architecture and narrow the set of
solutions to select only plausible alternatives, which are of
sufficient quality and can be further evaluated. The base
check is important because the poor quality of architecture
can lead to misleading conclusions in further analysis.

In this paper, we are focusing on the SoS architecture
evaluation. The purpose of our research is to propose a new
set of UAF-based validation rules that allows determining
the quality of architecture at an early stage of the trade
study process and narrow the set of alternatives that will be
evaluated in the next stage of analysis. A smaller number of
alternatives will require a shorter trade study analysis.

The structure of this paper is as follows: in Section 2,
the related works are analyzed; in Section 3, the proposed set
of validation rules is presented; in Section 4, experimental
evaluation and application of the proposed validation rules
are described; in Section 5, the achieved results, conclusions,
and future work directions are indicated.

II. LITERATURE REVIEW
This section consists of three parts. The first part provides
an overview of the UAF, which is cross-industries oriented
standardized AF. The second part revises architecture eval-
uation methods, while the third part presents an overview
of automated techniques for evaluating architecture in the
MBSE environment.

A. UNIFIED ARCHITECTURE FRAMEWORK
Taking industry demand into account and addressing the
changing landscape of existing domain specific AFs,
in September of 2013, a Request for Proposal for Unified pro-
file for DoDAF and MODAF (UPDM 3.0) (later renamed to
Unified Architecture Framework (UAF)) was created. Seven
years later, a new UAF 1.0 has become an official Object
Management Group (OMG) standard and is about to become
ISO/IEC 19517 standard.

Applying the Unified Architecture Framework, using an
MBSE approach moves the architecture modeling effort to
one that is an integral part of SE [7]. This helps the systems
integrator develop interoperable systems with traceability to
requirements and across views, using one integrated archi-
tecture model that enables impact, gap, engineering analysis,
trade studies, and simulations [8]. Moreover, the scope of
UAF is expanded beyond defense architectures. It is gener-
alized to be applicable to architecting system of systems of
any domain. UAF version 1.0 is industry domain agnostic [9].
The current version of the standard is 1.1.

UAF consists of three main components
– framework – a collection of domains, model kinds, and

view specifications,
– metamodel – a collection of types and individuals

used to construct views according to the specific view
specifications,

– profile – SysML based implementation of the meta-
model to apply model-based systems engineering

FIGURE 1. Architecture frameworks abstraction layers in the context of
Trade Study process [1].

principles and best practices while building the
views.

The Grid format is the most suitable way to describe the
framework component of the UAF. It is organized into rows
and columns, where rows are Domains and columns are
Model Kinds. The intersection of a row and column is called
a view specification. A UAF grid summarizes all view spec-
ifications available in existing AFs. It serves as a foundation
for building domain-specific frameworks by selecting only
the viewpoints required for a specific context.

Core domains, such as strategic, operational, and
resources, represent different layers of abstraction. While
architecture development progresses from strategic to
resources domains, t multiple trade studies can be performed
(Figure 1) including trade studies between different opera-
tional scenarios or between different resource configurations.
UAF standard does not define how trade studies are carried
out. It does, however, provide a foundation to capture data
necessary for trade studies.

B. ARCHITECTURE EVALUATION METHODS
An architecture evaluation is a structured process by which
one ormore architectures are assessed, taking into account the
specified evaluation objectives to ensure that the design is in
line with the desired quality [10], [11]. One of the keymotives
for evaluating architecture is that poorly designed or impre-
cisely assembled architectures will cause the system to mal-
function. Fixing defects at an early phase of the system
development cycle is less painful and expensive than to
solve problems that occur in later phases [12], [13]. The
evaluation of architecture uses a variety of methods, which
can be divided into three main categories: scenario-based,
simulation-based, and mathematical modeling based.

1) SCENARIO-BASED ARCHITECTURE EVALUATION
Scenario-based architecture evaluation is a method based on
the concept of a scenario. Scenarios are related to architec-
tural concerns, such as quality attributes. The aim of the
scenarios is to highlight the consequences of the architec-
tural decisions related to the design [14]. Each identified
scenario is checked to determine whether it is supported by
a system architecture or not [15]. A number of scenario-
based evaluation methods have been developed. The most
well-known include the Architecture Trade-off Analysis
Method (ATAM), Scenario-based Software Architecture
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Analysis Method (SAAM), Architecture Level Modifiability
Analysis (ALMA), and others [16], [17].

2) SIMULATION-BASED ARCHITECTURE EVALUATION
Simulation-based architecture evaluation integrates archi-
tecture evaluation techniques into a simulation. Therefore,
the user may explore the designs without actually physically
building the systems [18]. The execution of a model not only
helps to better understand the architecture, it is also very
useful for conducting various analyses. Architecture mod-
els allow performing analysis to determine the architecture
correctness or completeness, to check the appropriateness of
resources, to evaluate performance [19], to identify system
overload or to determine bottlenecks in the processes. These
benefits have led to widespread use of simulation-based eval-
uation in various case studies [20]–[24].

3) MATHEMATICAL MODEL-BASED
ARCHITECTURE EVALUATION
Mathematical model-based architecture evaluation uses
mathematical methods to quantitatively assess the quality
attributes of an architecture [25]. Quantitative assessment is
particularly important in critical systems such as medical,
aircraft, and space mission [17]. Therefore, several architec-
ture evaluation methods based on mathematical models have
been developed [19], [26], [27]. Based on these methods the
architecture includes mathematical equations.

Depending on which evaluation method is used and how
the evaluation is carried out, the results can be divided into
quantitative and qualitative. Qualitative results provide an
answer to the question ‘‘Is architecture X better than archi-
tecture Y?’’ Quantitative results answer ‘‘How much better is
architecture X than architecture Y?’’ The use of methods that
provide quantitative results allows users to compare architec-
tures and track qualitative attributes.

In this paper, we decided to evaluate the qualitative
attributes of architecture, achieved by using a scenario-based
approach together with simulation.

C. AUTOMATED TECHNIQUES TO EVALUATE AN
ARCHITECTURE IN MBSE ENVIRONMENT
Automated architecture evaluation reduces the manual
effort to evaluate and compare different architectures.
The combination of architecture designed in the MBSE
environment with existing automated architecture evaluation
techniques allows users to speed up the evaluation phase.
Table 1 provides an overview of well-known automated tech-
niques [28]–[33] used to evaluate model-based architecture.

In this study, we decided to evaluate the proposed archi-
tecture evaluation rules by using validation-based metrics
techniques. This approach allows combining the summarized
results with traceability to failed elements.

III. BASE CHECK OF ENTERPRISE
ARCHITECTURE MODELS
This section consists of two parts. The first part briefly
introduces the UAF-based trade study process and its main
activities. The second part provides a set of rules for

FIGURE 2. Trade Study Process [1].

architecture evaluation based on the UAF-based trade study
process.

A. UAF-BASED TRADE STUDY PROCESS
A trade study is an evaluation of alternatives based on crite-
ria and systematic analysis to select the best alternative for
attaining determined objectives. Potential solutions of a trade
study are judged by their overall satisfaction with a series of
desirable characteristics [34]–[36].

In the article [1], an analysis of trade study processes [2],
[37] disclosed that most of them are universal and not specific
to any domain. Additionally, their application in the model-
based environment can be difficult and at times may require
additional process modifications. In support of these issues,
a new trade study process is introduced [1] that is strictly
based on the principles of UAF. It defines each stage of the
trade study process (Figure 2) and identifies five key roles
involved in the process: SoS Engineer, Trade Study Lead,
Trade Study Team, Decision Making Authority, Contractor.
In addition, the required inputs and output are provided for
each stage of the trade study. The process guides users in per-
forming a trade study when it is decided to run a competition
in the acquisition.

The first activity is to define a logical architecture (Strate-
gic and Operational Domain models) that outlines what needs
to be achieved by the solution. The second activity is to
define the rules on how the competition is organized, who
can participate, etc. The most important stage is to determine
the rules under which the most appropriate solution is chosen.

Improperly set rules and criteria can distort the results
and highlight a solution that does not meet the key require-
ments and characteristics. Meanwhile, contractors who want
to participate in a competition should provide a solution archi-
tecture (Resources Domain model). Each solution should be
modeled in accordance with the requirements (Strategic and
Operational Domain models). Once the contractors submit
their solutions according to the requirements the investigation
phase begins.
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TABLE 1. Automated techniques to evaluate model-based architecture.

This stage consists of two main parts: Base Check and
Deep Check. The Base Check stage is intended to evaluate
the quality of alternatives and narrow the set of submitted
solutions. The Deep Check stage is intended to evaluate
the selected alternatives according to established evaluation
criteria. Finally, based on the results of the study, the decision-
making authority selects the most appropriate alternative that
meets the essential requirements.

B. VALIDATION RULES FOR THE BASE CHECK OF SOS
ARCHITECTURE MODELS
This section consists of two main parts (Figure 3). The
first part provides a set of rules for the vertical architecture
evaluation. In this part, the validation rules check the
existence of the necessary traceability links between several
domains therefore they are called vertical rules. The second
part provides the set of rules for the horizontal architecture
evaluation. Rules that check the existence of the necessary
traceability links between elements from the same domain are
called horizontal.

All predefined rules have an assigned level of severity
according to their importance and the impact of the rule vio-
lation. We use three different severity levels: High, Medium,
and Low. Based on the violations of the executed rules
defined in sections 3.2.1.1, 3.2.1.2 and 3.2.2, the quality level
of a particular alternative solution can be calculated. The ratio
between violated and executed rules is a common comparison
method for comparing two quantities [38].

The quality index of SoS architecture can be evaluated
using the following equation (1):

Q = 1−

∑3
i=1 si × vr i∑3
i=1 si × er i

(1)

where:
Q – Quality index for a single alternative solution;
i – Severity level;
s – Weight of severity level;
vri – Number of violated validation rules by severity level i;
eri – Number of executed validation rules by severity level i;
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TABLE 2. ‘Operational vs Resources’ validation rules.

FIGURE 3. Structure of the set of validation rules for architecture
evaluation.

Depending on the severity of the rule, its weight varies when
calculating the quality index of the architecture. The weight
of the rule is a freely selectable measure.

1) VERTICAL ARCHITECTURE EVALUATION
Vertical architecture evaluation is used to determine whether
the contractor has established essential traceability links
between their proposed solution and the provided require-
ments. We divided the proposed traceability rules for vertical
architecture evaluation into two categories by their inspected
domains: Strategic Domain vs Resources Domain, Opera-
tional Domain vs Resources Domain. Validations rules for
both categories are provided below.

1.1) OPERATIONAL DOMAIN VS RESOURCES DOMAIN
The operational domain of UAF concerns the logical architec-
ture of the enterprise. It describes requirements, operational
behavior, structure, and the exchanges required to support
capabilities. The operational domain defines all operational
elements in an implementation-independent manner [39].

The established ‘Operational vs Resources’ rule set
(Table 2) aims to verify the existence of the necessary trace-
ability links between the logical architecture (what needs
to be accomplished) and the solution architecture (resources
needed to implement the operational requirements). The set
of rules contains ten traceability rules based on theUAFmeta-
model: 1) direct (direct traceability relationship between two
elements, rules developed from the Operational domain point
of view), 2) direct reverse (direct traceability relationship
between two elements, rules developed from the Resource
domain point of view), and 3) derivatives (derived traceability
relationships with regard to other relationships).
Input: Operational domain model; Resources domain

model; Predefined ‘Operational vs Resources’ validation
rules.
Output: Official report on the results of the ‘Operational vs

Resources’ architecture quality evaluation.

1.2) STRATEGIC DOMAIN VS RESOURCES DOMAIN
The strategic domain of UAF concerns the capability portfo-
lio management process. This is where the enterprise objec-
tives and vision are captured and the capabilities needed
to achieve these objectives are defined [39]. The strategic
domain shows the relationships between capabilities itself
and between the capabilities and the resources required to
realize them.

The established ’Strategic vs Resources’ rule set (Table 3)
aims to verify the existence of the necessary traceability links
between capabilities and resources. The set of rules contains
two traceability rules based on the UAF metamodel: 1) direct
(direct traceability relationship between two elements, rules
developed from the Strategic domain point of view); and
2) direct reverse (direct traceability relationship between two
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TABLE 2. (Continued.) ‘Operational vs Resources’ validation rules.
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TABLE 2. (Continued.) ‘Operational vs Resources’ validation rules

elements, rules developed from the Resource domain point of
view).
Input: Strategic domain model; Resources domain model;

Predefined ‘Strategic vs Resources’ validation rules.
Output: Official report on the results of the ‘Strategic vs

Resources’ architecture quality evaluation.

2) HORIZONTAL ARCHITECTURE EVALUATION
Horizontal architecture evaluation is used to determine
the quality of the submitted solution itself before it can
be evaluated further. This evaluation covers only the
Resources domain. The Resources domain concerns the def-
inition of solution architectures to implement operational
requirements [39].

The established ‘Resources’ rule set (Table 4) aims to
verify the quality of the Resource domain model. The set
of rules contains two traceability rules based on the UAF
metamodel: 1) direct (direct traceability relationship between
two elements, rules developed from the Resource point of
view); and 2) direct reverse (direct traceability relationship
between two elements, rules developed from the Function
point of view).
Input: Resources domain model; Predefined ‘Resources’

validation rules.

Output: Official report on the results of the ‘Resources’
architecture quality evaluation.

IV. EXPERIMENTAL EVALUATION
In order to confirm the suitability of the proposed validation
rules for the base check, all rules were implemented using the
validation-based metric technique in the MagicDraw CASE
tool (Figure 4). Validation-based metrics are one of the meth-
ods to automate the evaluation process in MBSE. It is a
combination of validation rules and metrics that display a set
of elements of failed validation rules and provide structured
information in numeric values (Table 1). A set of executable
rules has been developed to verify that all three domains
(Strategic, Operational, Resources) are properly modeled.
For experimental evaluation, we use an implemented plug-
in with the MagicDraw CASE tool. The plug-in contains
validation rules and validation-based metric suites, which are
developed using a structured expression.

Validation rules for vertical and horizontal evaluation of
architecture have been applied to four real-world indus-
try projects. All four projects are designed according to
UAF principles. These projects are under the non-disclosure
agreement and therefore only base check results are
provided.
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TABLE 3. ‘STRATEGIC vs Resources’ validation rules.

TABLE 4. ‘Resources’ validation rules.

Further in this section, we provide more details about the
projects, starting with the size. Size is the number of elements
in the UML-based repository, which indicates the size of the
project and the expected scope of the elements to be checked.
Table 5 exposes the number of elements in each project (‘All
elements in project’ row) and the number of elements that
have been inspected in accordance with the validation rules.

The following are the overall results of the proposed val-
idation rules application to all four projects. Results are
presented using pie charts (Figure 5), which contain the

percentage of rules execution and violation grouped by rule
sets and projects. Based on the results, it is observed that
the traceability links between the required elements are most
lacking or they are created incorrectly when checking the
operational and resources domains. The ‘Operational and
Resources’ set (Op vs St) of rules identified 48% of infringe-
ments compared to the total number of infringements. The
fewest violations (only 12% of all violated rules) are found
by checking traceability links between strategic and resources
domains (St vs Rs).
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FIGURE 4. Validation-based metric designed for ‘Strategic vs Resources’.

TABLE 5. Number of elements in projects.

All predefined rules have an assigned level of sever-
ity (High, Medium, Low) according to their importance.
Figure 6 shows the percentage of rules execution and vio-
lation grouped by severity level. The rules execution by
grouping them according to their importance revealed that the
highest number of rule violations are detected by executing
the rules that are least important. The fewest violations are
determined by executing the rules that are most important.
This revealed that the majority of infringements occur due
to rules of low importance, which do not have a significant
impact on the overall quality indicator of architecture.

As the set of rules covers different sets of elements, it is
important to look at the ratio of violated rules to executed
rules by project (Figure 7). The closer the ratio value is to 0,
the more accurately the architecture is designed and fewer
violations are found. The lower value of the ratio reflects
the higher level of completeness achieved in the architecture
model.

FIGURE 5. Percentage of executions and violations of the rules.

The red line in Figure 6 indicates the quality threshold.
The quality threshold is calculated using the statistical mean,
equation (2). Projects with a ratio value below the threshold
correspond to the desired quality and can be selected as plau-
sible alternatives for further stages of the trade study. Projects
with a ratio value above the threshold are of insufficient
quality and should be excluded from the trade study.

x̄ =

∑
xi
n
=

0.14+ 0.10+ 0.04+ 0.18
4

= 0.12 (2)
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FIGURE 6. Executed and violated rules by rule severity.

FIGURE 7. Ratio of violated rules to executed rules by project.

Based on the results, projects II and III are selected to
further check the Trade Study process. Projects I and IV
are not included in the trade study process due to quality
discrepancies.

V. CONCLUSION
An analysis of architecture evaluation methods revealed that
a scenario-based technique is the most suitable for evaluating
architecture. This method provides quantitative results that
allow users to compare architectures and track qualitative
attributes. We also showed that the majority of the existing
architecture evaluation methods are conceptual and therefore
lack precise details on how to use them in a real application.
To bridge this gap, we proposed a set of UAF-based validation
rules for the analysis of a trade study. These rules are designed
to check architectures at an early stage of a trade study, so that
only quality-appropriate architectures are selected for further
stages of the analysis.

The proposed set of validation rules have been imple-
mented in the MagicDraw CASE tool. In order to confirm
their eligibility, they have been applied to four real-world
projects. The application of the rules disclosed the following:

– The proposed validation rules are designed in accor-
dance with the UAF, which evolved from the Unified
Profile for DoDAF and MODAF (UPDM). Therefore,
we can make assume that the proposed set of validation
rules can be applied to all architectures based on UAFP.

– The majority of rules violations occur due to rules of
low importance (severity level - Low), which do not have
a significant impact on the overall quality indicator of
architecture.

– Based on the ratio of violated rules to executed rules,
projects II and III meet the established quality threshold.
These projects will be further evaluated in the next steps.
Projects I and IV are not of sufficient quality, so they are
excluded from the trade study process.

The proposed set of validation rules is one of the components
of our long-term goal to support an automated trade study
analysis for the SoS architecture. We aim to provide model
quality checks, automation methods and techniques, which,
along with UAFmodels, automate and accelerate the analysis
of the trade study.
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