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NOMENCLATURE AND ABBREVIATIONS 

ADC Analogue to Digital Converter 
A-scan time-Amplitude Scan data 
B-scan Brightness amplitude scan or stacked line-by-line multiple A-scans 

B-Spline Basis Spline 
CAD Computer-Aided Design 

CGAL The Computational Geometry Algorithms Library 
C-scan Compound scan 
CUDA A parallel computing platform and application programming interface 

model created by Nvidia Corporation 
DAC Digital to Analogue Converter 
DAS Delay And Sum 
DAX Dual Apodization with cross-correlation 

EIBMV EIgenspace-Based Minimum Variance 
ERM Exploding Reflector Model 

FE Finite Element 
FEA Finite Element Analysis 
FEM Finite Element Method 
FMC Full Matrix Capture 
FP32 The IEEE standard for floating-point arithmetic single-precision 

floating-point format using 32-bit storage space 
FSI Fluid-Structure Interaction 

GPGPU General-Purpose computing on Graphics Processing Unit 
GPU Graphics Processing Unit 

IEEE Institute of Electrical and Electronics Engineers 
MAX Multi-Apodization with cross-correlation 

MDAS Multiply Delay And Sum 
MUSIC MUltiple SIgnal Classification 

MV Minimum Variance 
NSI Null Subtraction Imaging 

NURBS Non-Uniform Rational B-Spline 
PRF Pulse Repetition Frequency 
PSF Point Spread Function 
PWI Plane Wave Imaging 
ROI Region Of Interest 

SAFT Synthetic Aperture Focusing Technique 
SDH Side Drilled Hole 

SIMD Single Instruction, Multiple Data 
SIMT Single Instruction, Multiple Threads 
TFM Total Focusing Method 

UT Ultrasound Testing 
VSA Virtual Source Aperture 

  



8 

INTRODUCTION 

Motivation and relevance of work 

The inspection of various components for defects or structural integrity is a 
critical procedure for such industries as aerospace, construction, or nuclear energy 
[1]–[3]. There are many inspection methods employed, such as using a laser [4]–[6], 
X-ray [7], [8], destructive testing [9]–[13] or acoustic ultrasound [5], [14]–[17]. All 
the presently mentioned methods have their strengths and weaknesses, and the 
selection of a specific method usually depends on the working environment. For 
example, in the case of inspection of larger structures, such as bridges, the X-ray 
probably will not work effectively. For practical in-situ inspections, portable 
inspection methods must be used, and one of the most widely used techniques is 
ultrasound testing (UT). With current advancements in technology miniaturization 
[18], probes and devices can be easily handled, which is advantageous in hard-to-
reach places. 

Comprehensive UT inspection [15], [18], [19] is a readily available method 
which has the advantage of not using ionizing radiation, offers relatively good 
penetration into an object, and can be electronically steered with phased array 
transducer. 

 As the defect inspection by using ultrasound can be summarized as interpreting 
reflected echoes [5] or the absence of them, the physical wavefront and reflection 
paths have to be known in order to extract the position information. As for the wave 
path propagation modeling, it is a complicated process when reflected data contains 
signals from the walls as well as structural noise. Additionally, an acoustic wave need 
to cross the boundary between testing the object and the environment (water or air) 
which can be complex, irregular, or organically shaped, where the direct analytic 
approach for the path model is not practical [20]. It is one of UT inspection problems 
which is not fully answered when it is necessary to have good penetration and 
information on the position. 

The central part of UT inspection is signal generation and, then, listening to 
echoes. There are two standard modes for signal transmission and reception: using the 
same transducer for emission and reception (pulse-echo), and the pitch-catch mode 
where different sensors are used for the emission and reception or various 
combinations of them for ultrasonic tomography [21], [22]. As for pulse generation, 
various types are proposed, such as the Gaussian pulse [23]–[25], chirp (signal sweep) 
[26]–[28] or a complex modulated signal [29]–[33]. One of the most popular options 
is the Barker code [34], and, if used with multiple transducers (such as the phased 
array), emission can be made with various combinations of signals. As for quick 
classification acoustic emission, it can be divided into modulated and unmodulated 
signals. In the commercial equipment (such as Gekko M2M [35], Dasel SITAU [36], 
Omniscan MX2 [37]), usually, signals are limited to the Gaussian pulse with time 
delay because of cost considerations [23]. 

In order to obtain good inspection results, knowledge of the accurate acoustic 
path of the signal is needed. For an object without planar surfaces (such as being of 
an organic shape), the path can be very complicated, and there is no easy direct 
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analytic method to calculate it; yet, Snell’s law can provide correct angles. One of the 
reasons is that the Snell law only gives results for a single ray angle or a wavefront, 
while completely ignoring the wave spread. Another reason is that the reflected signal 
can have multiple signal paths back to the sensor. Although, for regular geometry 
inspections, methods have already been developed [38]–[43], they assume that the 
boundary between the object and coupling medium is flat, or at least surface deviation 
will have little impact. When refraction or mode change effects have a significant 
influence on the interpretation of echoes, inspection can be reduced to finding the 
presence of defects by using autofocusing methods [44]–[46] or by using only B-scan 
raw data. On the other hand, autofocusing without external information will only 
concentrate energy on to the reflector. Various methods can achieve this, such as Time 
Reversal (TR) [47]–[50], or Minimum variance (MV) focusing [42], [51]–[53]. In 
other words, the knowledge of the object boundary surface morphology is required in 
order to find accurate information about a defect. 

A flexible UT inspection solution is to use phased arrays as it is possible to 
create a universal inspection method [38], [44], [45], [54]. First, the transducer can be 
flexible and can be held against an object’s surface [55]–[57]. However, as mentioned 
before, tracing back the position information of reflections (defects, object bottom or 
sides) is not a trivial problem. Another form of phased transducer flexibility comes 
from the fact that focusing in practice is energy concentration, as the main job of an 
acoustic lens is to delay a wave’s traveling time enough to concentrate energy in the 
area of interest. Focusing can then be achieved by using electronic steering [58], 
which alleviates the problem of creating various-shaped physical lenses, albeit with a 
lower reception quality.  

Fortunately, when using phased arrays, the interpretation of echoes becomes 
more extensive due to the ability to record and send signals from different physical 
positions and because of the employment of various mathematical processing 
methods. Yet, there is a configuration of the object surface curvature where it is 
physically impossible to have a sensible reflection, even with a phased array where a 
wide range of signals can be detected. However, in practice, when there is little or no 
information about reflection, an assumption is made that acoustic waves will reflect 
as if from an infinitely small point in all directions with the same amplitude [40], [59]–
[61]. It is a mathematical simplification of wave propagation which can be derived 
from wave equations, and it is known in literature as the exploding reflector model 
(ERM) [47], [52], [62]–[64]. It works perfectly for reconstructing reflections when 
there is only one medium of information that can be reconstructed by using 
straightforward mathematics and when there is only one inversion solution. Hence, in 
practice, any focusing method can be used, such as frequency domain-based or 
statistics-based methodologies, which dramatically decrease the computing time. 
However, these methods start to provide false results when the defect’s response 
signals are correlated and cannot be easily separated, or when there is a reflection 
from walls which forms multi-path reflections – in other words, there is no one-to-one 
mapping relationship between signal timings. This problem becomes more complex 
when more prominent distortion occurs in acoustic waves due to non-regular surfaces. 
One of the more straightforward solutions is to filter weaker multi-path signals and 
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only work with the strongest one or few signals, but it is not always possible to reliably 
separate different signals [65], [66]. 

A solution when there is substantial interference from multipath and irregular 
curvature is a complex problem which is not yet entirely solved. One of the solutions 
is, as discussed earlier, to calculate the acoustic path between water (for the case of 
immersion) and the object’s surface, e.g., when performing the measurement with the 
adaptive total focusing method (ATFM) with an assumption of the direct and single 
path [67]. Another method when trying to solve the adaptive part of the object is by 
using the  virtual transducer model [31], [38], [54], [68], [69]. The virtual transducer 
model is usually preferred when the objects for inspection have a relatively low 
curvature where there are no abrupt effects in acoustic propagation. For entirely 
irregular surfaces with a huge number of the multipath of rays, it is difficult to 
determine the acoustic path with minimal information. However, with phased arrays 
using many elements or with a wide aperture, it is possible to reconstruct objects with 
various curvatures. 

Inspection of various objects by using only a phased array has the advantage of 
being able to fully reconstruct objects with non-planar surface profile at a relatively 
fast time. As it can be seen, one of the advantages of this model is that the inspection 
can be done in-situ and without knowledge of surface profile. Although there are 
commercial offerings for this type of problem, usually, it is still preferable to do a 
reconstruction of the surface with a low curvature related to the wavelength and to use 
a narrow aperture for the reconstruction of data. 

Scientific and technological problem. Working hypothesis 

By using high-frequency immersion ultrasonic phased arrays (which have center 
frequency f between 1 MHz and 20 MHz), it is possible to achieve defect position 
coordinates with an uncertainty error of 1 mm in case of inspection of objects with 
non-planar surface curvature. 

Research aim and object 

This research aims to develop methods for the reconstruction of the surface 
morphology and of the positions of defects by using phased arrays in case of 
investigating objects with complex geometry when wave propagation solutions are 
very complicated, or even impossible to solve, due to multiple acoustic paths. 

The object of this research is the inspection of solid objects with non-planar 
surfaces by using high-frequency ultrasonic immersion phased array transducers, and 
a priori information is only the speed of sound in the surrounding medium and the 
object. The detection results yield the object surface model and the physical position 
of the defect. 

Research tasks 

1. Perform the literature review of ultrasonic methods for the detection of 
defects in objects with surfaces featuring complex geometry; 

2. Create and investigate the method for the reconstruction of surface 
morphology; 

3. Create and investigate the method for inner structure reconstruction when 
surface morphology information is algorithmically obtained;  
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4. Numerically verify the proposed methodology for surface morphology and 
volume reconstruction; 

5. Experimentally verify the proposed methodology for object inspection and 
inner structure reconstruction. 

Scientific novelty 

In this thesis, a new methodology for the inspection of objects with non-regular 
surfaces is proposed, whereby the developed algorithm automatically adapts to the 
object surface morphology by using focused ultrasonic data from automatic 
environment probing. Robust methods are developed for the reconstruction of extreme 
surface curvature, although, practically, the volume reconstruction is not always 
possible. Methods are proposed for analytic reconstruction of the surface directly from 
signals. After gathering the surface morphology information, the inner structure of the 
object is reconstructed by using the proposed algorithm.  

Practical value of the work 

The created algorithms and the proposed methodology allow inspections in 
industry-relevant applications (defect characterization, high-temperature hydrogen 
attack, porosity detection) where localization information is necessary when a sample 
of interest features a non-regular surface without accurate computer model 
information, e.g., such technical components as: turbine blades, axles or other 
complex-shaped industrial parts. 

Approbation 

The results of the dissertation were published in two publications: two papers 
were published in periodic foreign journals referred in the Journals of the Master List 
of Thomson Reuters Web of Science. The results were also presented at two 
international scientific conferences.  

Structure and content of the thesis 

The thesis consists of an introduction, five chapters, general conclusions, the 
reference list, and the list of publications by the author. The dissertation chapters are 
organized as follows: 

 In Chapter 1, a review of the standard methods for UT inspection and 
focusing is presented. The primary aim of the review is the investigation of 
the reconstruction of the position of defects in 2D space in the dual-medium 
environment. 

 Chapter 2 discusses and proposes a methodology for surface morphology 
reconstruction. It is divided into two parts: when an object can be of any form, 
such as organic forms, and created from planar segments. 

 In Chapter 3, the characteristics and the proposed methodology are presented 
for the volume reconstruction of non-regularly shaped objects, and the 
methodology for numerical investigation is reviewed. 

 In Chapter 4, numerical evaluation of the proposed methodology is 
presented, and the model accuracy is investigated with numerical 
experiments.  
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 In Chapter 5, the experimental investigation is presented with similar to real 
life samples, which enables to evaluate the proposed methodology. 

The overall dissertation volume is 110 pages, including 43 figures, 17 tables, 76 
formulas, and 251 bibliographic references. 
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1 ULTRASONIC INSPECTION BY USING PHASED ARRAYS 

Ultrasonic phased arrays were created with advances in computing power. They 
started to become practical with the introduction of relatively fast processors because 
using a single transducer with a straightforward acoustic model (delaying signals by 
its travel path and coherently adding signals [70], [71] or using correlation [72]) does 
not require advanced signal processing in relative terms [73]. In a typical case, just 
using an oscilloscope screen is enough, but the visualization of the signal is not easy 
when using a phased array transducer.  

 
(a)                                                                    (b) 

Figure 1.1 Example of phased array reflection signals: (a) – time amplitude trace (A-scan)  and 
brightness amplitude trace (B-scan) 

For example, just from the first glance (Figure 1.1), it is evident that even when 
showing a modest 16-signal line on an oscilloscope screen, it is not easy to interpret 
the data. However, if it were possible to process data, it would be much easier to work 
with echoes, and even a modest brightness amplitude scan (B-scan) offers more visual 
information. 

From the point of view of analogue systems, the possibility of having multiple 
transmitting elements made it possible to achieve dynamic focusing (so-called 
electronic steering), which visibly overcame the limitations of a single focused 
element, albeit at the cost of losing some emitted signal wavefront accuracy. From the 
physical point of view, having multiple elements transmitting in the case of phased 
array beams increases the number of problems instead of eliminating them. Even with 
a higher manufacturing cost and inferior signal quality, with enough computing 
power, more can be done than with a single, inflexible transducer. 
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Yet, there is a limit on how a small scatterer (defect) can be interpreted. The 
defect detection limit is known as the classical resolution limit, and, in an imaging 
system, it is known as the diffraction limit [74]: 

 
� =

�

2� ����
 

(1.1) 

where � is the diffraction limit (the minimum feature size in wavelength units), � is 
the wavelength, n is material refraction which depends on the material and the lens 
limit, and � is the angle between the sensor element and ROI. The classical 
interpretation will show that any features smaller than half wavelength will be 
distorted and blurred. 

An ultrasonic transducer has an additional property apart from the center 
frequency, and the bandwidth offers a directivity pattern. 

  
Figure 1.2 An ultrasonic transducer consisting of a ceramic element giving a simplified 

emission directivity pattern [17], [75]–[77] 

Without using complicated math, the directivity pattern can be generally drawn, 
as shown in Figure 1.2, although directivity is dependent on the quantity of frequency, 
the radiating area diameter, and the type of the elements [76]. For a single transducer 
element, when there is necessity to gain the maximum possible information, the 
directivity property needs to be known. The directivity and sensitivity of a transducer 
with a relatively simple geometry (circular, rectangular, elliptical) can be 
mathematically approximated, for example, by using Bessel functions [78]–[81]. On 
the other hand, because of the dependence on frequency, it is more practical to 
numerically calculate the emission wavefield even when taking into account a 
theoretical model of the inspected object, in which, the field is calculated by using 
various software [82]–[84]. 

A transducer’s frequency response information with a dependence of direction 
is sometimes called in literature as sensitivity [75], [85], [86]. The main usage of 
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transducer sensitivity information is to reject the signals with too low SNR, as, in 
practice, more resolution is achieved with a better SNR. The sensitivity processing 
step is called apodization/shading.  

Detailed information about the emission beam pattern and sensitivity map can 
be significantly achieved with signal equalization [87]–[89]. However, such 
information requires huge storage capabilities as every point of the inspection grid (at 
least in ROI points) needs to be calculated (with the exception, for very regular 
shapes). Although, in practice, it can be approximated with Bessel [78] functions or 
when using a simple angle filter with a hard threshold to cut all signals outside of the 
permitted angles (for example, 30 degrees). 

The necessity to use numerical methods for acoustic path calculation is taken 
from the practical point of view because, as mentioned before, there are complex 
interactions in the physical nature of wave propagation. The most accurate method for 
acoustic evolution calculation is to use the finite element method (FEM) modeling, 
albeit it is a resource-intensive task [90]–[92]. In order to decrease calculation time, 
alternative methods are created: 

 KZK (Khokhlov–Zabolotskaya–Kuznetsov) equation, [93]–[95] based 
on Navier–Stokes differential wave approximation [14] provides a 
good approximation for acoustic phenomena, albeit the propagated 
signal is required to have zero mean and needs to be periodic in relation 
to one axis (a continuous wave). 

 The pseudo-spectral method [94], [96]–[98] which is, for example, 
implemented in the k-Wave software is a fast method for wave 
propagation modeling if only direct acoustic phenomena need to be 
considered, for example, nonlinear effects produced in the medium due 
to heterogeneity are not taken into account. 

 Tupholme-Stepanishem method [77], [82], [99], [100] which is used in 
Field II software is based on the idea of linear systems when finding 
the spatial response of a space point if apodization is necessary, and a 
huge number of small points need to be used for calculations. 

 The pencil method [83], [101]–[104] is used in CIVA software, and the 
main advantage is its similarity with raytracing as it models the acoustic 
propagation path by using rays. For high-quality phenomena numerical 
results, a lot of rays are required, which will increase the computing 
time.  

Wave propagation can be affected by signal modulation as well; however, the 
main aim is to increase signal penetration into sample to make it easier to interpret the 
reflections. Depending on the radar’s domain, multiple modulation forms are created: 

 One type is the chirp modulation [26], [28], [28], [105]. It is the frequency 
sweep for the emission and the matched filter for the reception. Due to the 
sensitivity of the frequency shifts, it has benefits for ultrasounds imagining, 
although sidelobes in sensors must be below the dynamic range of the image 
for acceptable performance. 

 Digitally coded signals [27], [31], [106], [107] are denoted by the main 
drawback which is the lower resolution for increased SNR; for transmission 
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a coded sequence of signals and similar idea to chirp is used, but the signal 
decoding procedure depends on the signal type, for example, when using 
Golay or Barker codes [27], [106], that is, the matched filter, whereas 
Hadamard sequences [31], [108]–[110] use the matrix inverse approach. 

In an ultrasound system, usually due to the complexity of the pulser [25], [111]–
[115] and the physical phenomena, a high-voltage spike pulse is preferred as it creates 
vibration in piezoelectric elements at a harmonic frequency [23], [24], [105], [116], 
which enables to obtain a reflection, albeit with a lower SNR. 
 

1.1 Acoustic signal modeling 

The classical system with only one ultrasonic element has an apparent limit as 
the focus is physically defined by its construction. Even with easily changeable lenses, 
the problem will only be partially alleviated, and the system will only be usable until 
the object for inspection is of a shape which has no correctly shaped lenses, and new 
lenses will then be needed to be manufactured. Alternatively, a flexible solution using 
the phased array [55]–[57] can be used along with many pre-calculations. Although 
flexible solutions have very desirable properties, the acoustic path model has 
increased complexity. On the other hand, if there is an easy reference point, such as a 
phased array with known positions of sensors, it is possible to ‘simulate’ lenses. This 
idea is known as the synthetic lensing method, and it works by creating virtual lenses 
which manipulate wave travel times like their real-world counterparts (Fig. 1.3).  

 
Figure 1.3 (a) phased array with real acoustic lenses; (b) phased array transducer without lenses using 
numerically calculated delays; (c) when using the same experiment environment, received echoes will 

be very similar [14], [15], [117] 

From Fig 1.3 , the delay for an acoustic signal using real lenses can be written 
as [14], [15], [117]: 
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�
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 (1.2) 

where ��(�) is the recorded echo, �� is the scatter response from the impact point, � 
is the distance between the scatterer and the lens surface, � is the acoustic distance 
from the surface of the lens to the transducer. The problem with physical lenses is that 
they are not universal, and, for another ROI, another set needs to be manufactured. 
This problem can be solved by numerically calculating the signal delay: 

 

�

��(�) = ��(−(�� ∗ �� + ��) + �)

��(�) = ��(−(�� ∗ �� + ��) + �)

��(�) = ��(−(�� ∗ �� + ��) + �)

. (1.3) 

In Equation 1.3, E is the distance from the scatterer to the transducer element 
surface, and D is a vector that represents the reception delay. The values of this vector 
are a numerical approximation of real lenses, or, if the scatterer’s position is known, 
D vector values show how much time is needed to be able to receive the scatterer’s 
signal at the same time for all elements. 

Because of the physical interference phenomena and the reflection from a wide-
area/volume, the sensed frequency will be the superposition of the same signal, but 
with a different acoustic path, which, when the sensor receives the oscillating pressure 
wave, will be detected as a frequency-shifted signal. Even when ignoring a non-ideal 
transmitted signal, other signal changes will come from additional sources. 
 

 Figure 1.4 demonstrates an acoustic path which, after creating a wave from one 
element, can do reflection interference at a sensitive element. It will generate 
responses which are seen as shifted frequencies, and, mathematically, interference can 
be approximated with the following equation: 

Figure 1.4 One of possible acoustic paths, t3 is a transducer with a signal source, p1,p2,p3 – 
possible acoustic paths to t1 transducer. Acoustic pressure is interference of all possible 

paths 
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�(�) =  ���(�) ∗ ����� ∗ ����

�

 (1.4) 

where �(�) is a recorded complex signal after reflecting from an object’s surface, S(i) 
is a transmission signal for pulsed impulse,  ��� is the phase shift of a signal as p 
depends on the traveled distance and angle (for the acoustic model), and � is the 
damping factor of the signal in its environment. It is clear that we have dependence 
on distance, as well as the reflected angle and time in our model. � is the acoustic path 
time for the transducer receiving element n. 

The main implication of Eq. 1.4 is the demonstration that, even for narrowband 
transmission, due to the phase shift from reflection of an uneven surface, a wider 
signal can be ‘seen’ on the transducer’s ceramic element, thus the sensor’s sensitivity 
for the signal is preferred to be as wide as possible. 

1.2 Wave propagation in multiple media 

Wave propagation in non-homogenous media and its inverse problem can be 
calculated semi-analytically from differential wave propagation equitation, and 
additional assumption-born approximation can be used. The solution becomes more 
complicated when there are media with different sound speeds, or mode conversion 
(pressure, longitudinal, shear wave or even generated surface waves), and it does not 
take into account the surface curvature.  

Figure 1.5 Snell’s schematic example. From point S, via interference (the bold line) point 
P, and calculated point T. Snell’s law for longitude can be expressed as sin(φ1)/ sin(φ2) = 
c1/c2 (the SRP and ZPT triangles). Sr – reflected acoustic path from the surface, φ2s – the 
created shear wave. 

One of the methods to straightforwardly calculate the acoustic path is to use 
Snell’s Law. This method is based on the idea that a pressure wave can be 
approximated as a ray, and the path which it takes is acoustically the shortest (Fig 
1.7). Nevertheless, it has a drawback: Snell’s law only works for emission if it is 
viewed as rays, but when non-regular geometry is involved, the definitive shortest 
path is not a trivial problem, and the calculations are not straightforward, although, 
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when discretizing the surface curve into segments and calculating individually, Snell’s 
law can give satisfactory results [118]. 

The problem is more difficult with physical transducers. Firstly, as mentioned 
before, directivity is associated with a sensor. Secondly, in a real system, the 
associated spread is involved, and reflection can stem not from the angles which 
Snell’s law directly solves, but originate from off-axis points where acoustic energy 
is still relatively strong. 

 
(a)                                                                                                          (b) 

Figure 1.6 Numerical example of wavefront propagation when using a plane wave (or a wide 
aperture transducer) displayed in time snapshots (only longitudinal/pressure waves are drawn): 
(a) – plane wave signal emission, (b) – acoustic propagation from the point size reflector. The 

white area is water environment c1 = 1500 m/s, the darker area is the sample c2=3000 m/s 
 
As seen from Figure 1.6, the calculation of the acoustic path is not a 

straightforward problem. As for the numerical model, we can see that scattering and 
wave spread are manifested, which needs to be taken into account [119].  

Figure 1.6 schematically demonstrates the advantages of the dynamic 
propagation model which is very hard to solve analytically because of the absence of 
wave evolution. On the other hand, when using a high frequency and small apertures, 
the wave propagation model’s approximation will be more similar to the theoretical 
wave propagation model. 

1.3 Focusing methods for phased arrays 

Phased array focusing is a procedure which answers the following question: 
“how much does the signal need to be delayed for the transmission and reception to 
get meaningful results?” For the most straightforward solution, the delay must be the 
wave travel time to the chosen region and back. The process of delaying and 
illuminating the region of interest (ROI) is known as beamforming. If the medium is 
homogenous, there is no need to use iterative methods for acoustic path accounts, 
which holds for short distances. There has been much research conducted in the past 
[32], [120]–[122], and interest is still being paid to incremental research on new 
methodologies [43], [51], [60], [123]–[128]. In practical terms, all beamformers solve 
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the acoustic path approximation problem when not all the information is known. For 
reference, we can show one of the classic beamformer methodology equations [3], 
[15], [122] for receiving echo �(�): 

 
r(�) = � ��� � �����,� �� − ��� − ��� +  

2���(�)

�
�

�

���

�

���

 (1.5) 

where ���, ��� are shading functions for the reception and transmission [77], [129], 

[130], ��,�(�) is the transmission wavefront shape from the transducer element i to the 

transducer element j, notations r and x refer to the reception and transmission 
operations. ���(�) is the distance from the origin point to the center of the desired 

focal point. ��� and ��� are the applied beamformer delays, and c is the speed of sound. 

 

 
One of the calculations of the delay timing τ�to the chosen focal point can be 

done with the following equation [39], [122]: 

 
τ� =

�(�� − ��)� + �� − ���

�
 

(1.6) 

where (��, ��) is the coordinate of the desired point, ��� is the focus center distance 
from the point of origin (Fig. 1.9), and c is the speed of sound. This equation can be 
used for receiving and transmitting beamforming, as it can be used in physical 
transmission delays and for post-processing when all combinations of transmitting 
and receiving pairs are collected. This collection combination is known as the full 
matrix capture (FMC), while the method focusing on using all the possible signals is 
commonly known as the total focusing method (TFM).  

For taking into account of the surface morphology, the focusing technique from 
the theoretical point of view does not change much. As long as it is possible to 
calculate the acoustic path, focusing can be done. Yet, the implementation of the 
focusing techniques involves more differences which have their advantages and 
drawbacks. Further in this paper, we shall conduct analysis of the methods candidates 
to investigate objects with complex geometry. 

Surface adaptive ultrasound 

Figure 1.7 Basic geometry for beamforming 
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Adaptive ultrasound (SAUL) [44], [131] is a feedback-controled autofocusing 
technique which demonstrates acceptable results in non-regular surface composite 
structures when only the fact of the presence of a defect is necessary. The main 
working principle of the algorithm of focusing is maximizing acoustic energy to the 
sample’s surface. This is an active transmitting method and need equipment with 
configurable emission delay. It is an iterative method with the two following steps of 
operations in which the user has to: 

1) Apply reception Δr and Δt delays individually to each element of phased array 
and record echoes.  

2) Adjust delays Δr, Δt until all the reflections of the first echoes from the line in 
the B-scan (repeat from step 1 until there are no changes in timings). 
Alternatively, mathematically governing equations[131] are: 

�
Δ�

(���)
=

1

2
�max���

�
� − ��

�
� −  Δ�

(�)

Δ�
(���)

=  Δ�
(���)

− min (Δ�
(���)

)

 (1.7) 

where (j+1) is the new time step (iteration), whereas j is the previous iteration, Δ� is 
the emission delay, �� is the signal time-of-flight or the time of the first peak in the 

recorded data timings divided by two of the recorded roundtrip time. and Δ�
(���)

finally 
the emission signal from the alignment operation. As for the reception, it can be 
written in the following way:  

Δ�
(���)

=  max �Δ�
(���)

� − Δ�
(���)

  (1.8) 

where Δ� is the reception delay, and the second part for the equation is for intended 
aligning the delay with the wavefront. The graphical representation of Equations 1.7 
and 1.8 is demonstrated in Figure 1.10. 
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The absence of the acoustic model processing in this method is both its main 

advantage and its most significant drawback. Without the acoustic path, the 
assumption is that the transducer element’s delay influence only works on the 
wavefront, which is delayed on the same element. This assumption is valid for objects 
of a convex surface; it is easy to prove that the shortest path for reflection is the only 
direct path under the transducer and that other specular reflections using plane-wave 
emissions will come later. However, this is not always the case for concave surfaces: 

 

 
Figure 1.9 Example of reflection and changes in time [44], the black curve depicts the 

object’s surface part 

Figure 1.8 Two iterations of SAUL algorithm in A-scan representation: (a) first 
iteration – with delays 0, (b) second iteration (j+1 in equation) [1] 
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From Figure 1.11, we can note that the method will not have good convergence 
results when there is a concave surface, and signal reflection has no direct relationship 
with the transducer’s number.  

As for the conclusion, the SAUL method can be used for objects with a complex 
geometry, and, from radar communities, it is possible to reconstruct the surface 
morphology although the reconstruction is limited to the signal front (envelope) [131] 
and the specular reflection from the surface object. As for the volume reconstruction, 
it is necessary to create the complete wave propagation model in order to have the real 
position relationship. 

Time reversal beamforming 

The Time reversal (TR) imaging method is similar to SAUL as it is an active 
method which uses transducer transmission in order to achieve focusing, although, for 
TR, every active element must be able to emit modulated signals because for SAUL 
it is enough to use the harmonic frequency.  

The reversal beamforming conceptual idea is the same as an optical mirror. 
Nevertheless, instead of generating a virtual image, the time-reversal mirror generates 
an image in reversed time. The theory is based on the wave invariance fact that emitted 
and reflected signals can be changed in places and there will be no physical difference 
in the wave propagation albeit the reflection is negative in time [50], [85], [117], 
[132], [133]. 

 

 
Figure 1.10 Time reversal mirror (TRM) focus operation requires three steps. Firstly, the 

infonifaction wave is emitted (a). Secondly, echoes are recorded in the forward time (b). Lastly, the 
time-reversal signal is sent back (c), which focuses energy back to the source [49] 

 
 Mathematically, the operation (Figure 1.11) is possible due to the time-

invariant nature of wave propagation [49]: 
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∇��⃗ �
∇��⃗ p

�
� −

1

���
��

���

���
= 0   (1.9) 

where ∇��⃗  is the differential operator, p(r,t) is the pressure function, � is the 
material density, and t is time. The equation above is valid for a lossless medium but 
shows an important property of time reversal in physical sense, r is the travelled 
distance, and t is time. Because of the second-order time derivative, the equation has 
two solutions p(r,t) and p(r,-t), although if the medium has have frequency-dependent 
attenuation, the time wave’s inverse property is lost, and the time-reversal operator 
has no solutions. If there are solutions for time reversal in NDT, as various authors 
claim, there is an additional statistical step in the method for discerning the individual 
target [17], [47], [49], [50], [65], [85], [117], [132]–[134]  

The TR focusing method’s main advantage is the possibility to focus energy via 
a non-regular boundary without any additional knowledge, altiough main weakness 
of the TR method is if the reflector cannot be correlated or separated in multiple 
reflector presence methodcannot be used. An additional drawback of this method is 
the knowledge that the acoustic path must be solved with another method as the 
method works like a mirror, and energy is concentrated on the reflector. In conclusion, 
the TR method is not a usable for surface profile reconstruction , but, on the other 
hand, it can improve the detection quality in volume reflectors. 

Total focusing method 

The previous two above outlined methods have a drawback that they are active 
methodologies where acoustic signals need to be sent in order to achieve optimum 
performance. On the other hand, the methods where only post-processing is necessary 
are preferred. One of them is the total focusing method (TFM). It is the most 
‘classical’ method for reconstructing an image from the received signals. As for the 
processing of signals, they are captured by using the full matrix capture (FMC) style: 
it uses all possible aperture combinations when there is only one active element. The 
TFM has multiple variations and usually serves in literature as a reference method. 
The method’s idea is to create virtual lenses for the received signals. 

The main advantage of this method, aside from its simplicity, is that it is not 
sensitive to noise, and it is possible to reconstruct images even with a negative SNR 
as long as there is accurate information on the acoustic path. Image reconstruction can 
be done by using the following formula [3], [39], [135]–[137] adapted from the 
classical method TFM:  

����(�, �) =  � � ��,�(

��

���

��

���

Δ(��, ��, ��, ��, �, �)) ∗ ��(… )   (1.10) 

where ��,� is the 3D storage matrix where (tx, ty) is the transmitter’s position, (rx,ry) is 
the receiver’s position and (x,y) is the ROI point, t is the index of the active transmitter 
element, r is the receiver’s index, Nt is the active transmitter’s aperture, Nr is the active 
receiver’s aperture. St,r is the recorded signal from t transmitter to r receiver; Ap(…) 
is the shading/apodization function. Equation 1.12 is one of the possible solutions of 
theoretical beamformer Equation 1.5.  
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The main component of the TFM beamformer is Δ – the acoustic path 
calculation equation. In a single media environment (in water only), it is virtually the 
total traveled distance between the transmitter, the ROI point, and the receiver. For 
the dual media (water is the coupling medium, and the solid object is a sample), the 
function is not straightforward because of the additional refraction, reflection and 
medium surface curvature boundary. 

As mentioned above, the TFM method is straightforward, and, in practice, the 
acoustic path can be seen as a black box with any dependence. As there are no 
statistical requirements, it is the right candidate for creating an inspection 
methodology. 

Delay and sum 

TFM focusing is easily extended to the use of multiple transmit elements forming 
a wider aperture and increasing the transmit energy. However, when using the original 
mathematical expression, the emission is seen only as a single element emission. To 
extend the processing of a single element, all the aperture elements can be used (it is 
called the plane wave), which allows the emission wave to steer in various degrees (it 
is called synthetic steering).  

The method which uses the plane wave for illumination is called Delay-And-
Sum (DAS) as it is easy to note that it is an extension of TFM. As the main difference, 
the emission is not treated as a point source. Mathematically, the algorithm is written 
with only one summation term [5], [125], [137], [138]: 

����(�, �) =  � ���, �(�, �, �)� ∗ ��(… )

�

���

 (1.11) 

where ����(�, �) is the pixel intensity at ROI (x, y), n is the active aperture 
length, S(n,t) is the signal matrix, �(�, �, �) is the delay function which cannot be 
assumed directly as usually it is a black-box model, and ��(… ) is the element shading 
function. 

�(�, �, �) for DAS methodology in simple terms is the acoustic path calculation 
between the plane wave emission and the spherical reflection from ROI. In this 
equation, the y-axis is the vertical position aligned to the transducer’s emission, and 
the x-axis is the horizontal line of the transducer. 

As the apodization or shading function’s primary purpose is to reduce sidelobes 
in the generated picture, in more general terms, it couples the signal sample with a 
physical quantity such as limiting the sample region (for example, removing back-
wall reflection from data) or ignoring angles where the element has no sensitivity 
where TFM focusing is less critical because the emission of the signal is assumed 
from the infinitely small point, although, when the plane wave is used, it has to be 
taken into account. For primary cases, it can be a rectangular window with a 30-degree 
spread: 

��(�, �, �) =  �
1, �����2(�, �� ∗ � − �) −

�

2
� ≤  

�

6
 

0, ��ℎ������
 (1.12) 
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where Ap (n, x, y) is 1 when the angle between the ROI point (x, y), and the 
receiving transducer element (dx*n,0) is less than 30 degrees (pi/6).  

Even when the DAS method looks good on paper and has a non-quadratic 
execution, it is usually not enough to reconstruct data with sufficient reconstruction 
quality [126], [139], [140] where it would be easy to interpret the features. To increase 
the reconstruction quality, coherent compounding can be used, and the equation is 
shown below: 

������������
(�, �) =  � � �����(�, �, �)� ∗ ��(… )

��

���

��

���

 
(1.13) 

The additional term s is the shot number which usually means plane wave 
transmission when there is the steered angle (and a different position, if necessary), 
and the other �� is a function which depends on the shot’s number. We can note that 
the DAS method is very similar to TFM, but, when using DAS, a very similar quality 
could be obtained by using fewer shots. Like TFM, DAS can reconstruct an image by 
using very low SNR [39], [140]. By original design, DAS was created for inspecting 
objects with planar geometries. However, with virtual sources, it is possible to 
increase the quality for inspection when using complex geometry [38], but most 
research has been done within a limited scope where multi-path reflection can be 
easily blocked, and the surface influence has a limited effect. 

The method is denoted by excellent capacity to reconstruct object surfaces 
because of higher energy emission compared to a single element, although, by using 
this method for non-regular geometry, the acoustic path’s solution becomes very 
complex due to multi-path, scattering and wave spread. 

Delay Multiply and Sum beamformer 

DMAS [33], [124]–[126], [141], [142] is a natural extension of the DAS 
methodology with the introduction of a multiplication step. From a high-level point 
of view, the algorithm changes from signal interference to an autocorrelative 
approach. By using the correlation, the method increases the contrast from highly 
correlated reflectors. 

DMAS works similarly to the DAS method with an introduction of 
multiplication before the summing response (for the exact point of view, it can be 
viewed as a correlation function). The first step of the algorithm as in DAS is the 
acoustic path calculation, and then an additional step is performed: 

�����(�, �) = � � ��

�

�����

���

���

(��(�, �) − Δ�)��(��(�, �) − Δ�) (1.14) 

where (�, �) is the ROI point is the transducer signals, and Δ�, Δ� is the acoustic 

delay’s difference from (x,y) to i and j transducer; Si, Sj are the recorded signals. In 
practice, the results of this beamformer will be the squared amplitude and the loss of 
dimensionality information.  

Because of this lost signal sign information, envelope detection cannot be 
performed correctly. To overcome this problem, Matrone et al. [125] proposed an 
‘equivalent RF-signal’ by using the ‘signed’ root approach: 
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�̂�����, ��� = ���� ���(��)������� ∙ ����(��)������� 
(1.15) 

where ��, �� are the acoustic delays, sign is the mathematical sign function (it can 

be defined as ����(�) = x/|�| or –1 for a negative number, 1 for a positive number 
and zero). Thus, the DMAS beamformer becomes: 

��̇���(�, �) = � � �̂�����(�, �) − Δ�, ��(�, �) − Δ��

�

�����

���

���

 (1.16) 

where the full equation now is rewritten by using Eq. 1.15 as the base operation 
from Eq 1.14. Mathematically, Eq. 1.16 beamformer calculates half autocorrelation 
[42], [125] and only takes the sign of raw samples before an operation. The first 
drawback of this method is the appearance of a second harmonic signal in an image 
that needs to be filtered, as it is essentially a heterodyne multiplication operation, but, 
for taking image results, the DC component is necessary. Thus, the main weakness is 
of this method is the sensitivity to the correlated signals reflections [140], wherein, 
for the inspection of objects with complex surfaces, there are a lot of correlated 
responses. 

Minimum variance beamforming 

There is one more approach for DAS beamforming which is called the Minimum 
variance (MV) beamforming. Even though it was first introduced by Capon in 1969 
[143] for seismic data processing, it is a method that is still in use today as its main 
drawback is the long calculation times. The standard component of this method is the 
construction of a covariance matrix and calculation of its inverse, but the drawback is 
the enormous storage space requirements and the O(n3) computational cost (when 
using the most recent approach, it is possible to achieve O(n2.529) computation 
complexity [144]). Nowadays, more effective approaches of beamforming are 
proposed, such as the use of predefined apodization functions, the use of a part of 
aperture, or the use of signal transformations [51], [52], [85], [129], [145]–[147] 

The MV beamforming method works by dynamically changing the apodization 
vector’s (in the literature, this may also be called the shading vector) weight, which in 
turn minimizes its variance (energy) while maintaining the unity gain of the total sum 
which can be written as follows: 

���(�) = � ��

�

���

(�)��(�) = �(�)��(�) 
(1.17) 

where wi(t) is the MV weight (or, in on other words, the delay-and-sum 
beamformer apodization weights), ��(t) are the signal values at time t in i transducer, 
�(�)� is hermitian (complex conjugate) transformation of apodization weights and 
�(�) are delayed signal samples (signal observations): 



28 
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…
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Also: 

�(�)� = [��(�) … ��(�)]� (1.19) 

As for the calculation approach, it is an optimization problem that can be formulated 
as [147]: 

min
�(�)

�(�)��(�)�(�) 

������� �� �(�)�� = 1 

(1.20) 

where � is a steering vector or have value of ones if the signal is already focused 
on the ROI and R(t) is: 

�(�) = �[�(�)�(�)�] (1.21) 

where E is the Eigen decomposition function. �(�) is a spatial covariance matrix, and 
there is proof that a direct solution for optimization formula exists:  

�(�) =
�(�)���

���(�)���
 

(1.22) 

However, in practice, the R(t) matrix is unavailable and is usually replaced by 
the sample covariance matrix: 

��(�) =
1

�
� ��(�)��(�)�
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���

 
(1.23) 

N is the number of the received samples which is then used as a real covariance 
matrix. It is best known as the Capon beamformer [143], [148]. In order to achieve 
faster computation speed, the Eigenvalues approach was proposed. The Eigenvalues 
approach utilizes the property that the input matrix can be divided into the signal 
subspace and the noise subspace [149] and can decompose the covariance matrix by 
Eigen components [53], [120], [149]–[151]. 

One of the visible drawbacks of this method is the slow calculation for finding 
the inverse of the covariance matrix, which limits the usage of the algorithm in real-
time processing. Another approach was proposed to alleviate slow processing. One of 
these is an Eigen-space based solution exploiting the covariance matrix with virtual 
sources suggested by Moghimirad Zadeh et al. [152] or Bai et al. who in his paper 
combined the multiple apodization function with plane wave steering [153] by using 
multiple advanced beamformers to combine for a higher quality image: Eigenspace-
Based Minimum Variance (EIBMV) [120], Multi-Apodization with Cross-correlation 
(MAX) and Null Subtraction Imaging (NSI) [153], [154], by using a multiple filter 
(Dual Apodization with cross-correlation) DAX methodology [155]. After using these 
approaches Chi Seo and Jesse T. Yensuggests tuning the relative parameters, such as 
adjusting the number by using Eigenvectors or Eigenvector values used as PCA 
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samples. The idea for real-time imaging arises from the possibility of calculating the 
estimation weight values offline.  

In conclusion, minimum beamforming methods have an advantage in lateral 
resolution compared to the classical DAS. However, the main drawback of this 
method requires many calculations done for signal estimation; another drawback is 
the sensitivity to noise and the requirement for a robust acoustic path model in order 
to have meaningful variance information for focusing.  

Wavenumber or frequency-based algorithms 

Frequency domain-based methods are a direct evolution of the conventional 
heuristics-based methods; the main advantage is a much lower usage of computing 
resources, especially when using FFT transformation. They do not solve perfect 
inversions but do provide an approximation, which is good enough for practical 
purposes. The most common inversion implementations are the use of FFT-based 
transformation with which they share the wavenumber name because ISO 80000-
8:2007 Standard suggests using the wavenumber name for transformation units [156]. 

Wavenumber methods were developed for the use in seismology by Stolt [157] 
in order to reduce the computing time. In practical implementations, the 
computational gain comes directly from the Fourier transformation efficiency [158]. 
In other words, wavenumber algorithms solve the spectrum mapping problem (or 
wavenumbers) in order to pinpoint scatterer coordinates. 

In more recent times, these methods have been receiving much attention from 
the radar and sonar community as they are a natural augmentation of time-domain 
focusing techniques for the synthetic aperture radar and sonar (SAR/SAS). Because 
of active signal transmission, specialized methods have been created, each with its 
respective advantages and drawbacks, such as range-doppler (RDA) [59], [159] and 
Chirp scaling algorithms (CSA) [160] which is a natural evolution of RDA. The main 
reason for using these additional methods is to solve spectrum transformation more 
easily and to avoid full inversion processing. 

The generic wavenumber methods, sometimes called omega-k [62], [161]–
[163], often solve the direct inversion problem. The method works on the assumption 
that all scatters are infinite small (point sized), and the response pulse matches the 
Green function. The reflection from the source matches the ERM [133]. This means 
that reflection generates a spherical wave to all sides with the same amplitude and 
directions.  

When using the ERM principle, the acoustic pressure is assumed that the wave 
travels in inhomogeneous media. For a less error-prone calculation, transducer sensors 
are placed on a regular shape (a line and a rectangle on a plane) [164]. The derivation 
of the method starts from writing the frequency domain expression of the scatterer 
pulse: 

�(�, �, �) = � �(�, �)�(�, � − �, �)�(�, � − �, �)����

��

��

 (1.24) 

where G is a two-dimensional Green formula, and f (x, z) is the scatter position 
function. Besides, � is the angular frequency, G(�, �, �) is the Green function. 



30 

When using an assumption about ideal point defects, we decompose the Green 
function by using Wyel identity [165]: 
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where k is 
�

�
 a wavenumber. Thus the complete equation can be written as 

follows: 

�(�, �, �) =
−1

(4�)�
�

����������

��� − ��
���� − ��

�

��

��

∗ �� �(�, �)���(�����)�
��

��

− � ���� − ��
���� − ��

�� ����� ������ 

(1.26) 

It forms the spatial integral, and we can recognize 2D Fourier transformation from the 
scatter function. Let us call it F (kx, kz) and take the transformation from u and v, which 
can then be rewritten as: 

�(�, ��, ��) =
−�(�� + ��, ��� − ��
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where the wavenumber with coordinates can be written as follows. 

�� ≈ � sin ��

�� ≈ � sin ��
 (1.28) 

The frequency-domain transformation yields a nonlinear coordinate system, as shown 
below. 

�� = �� + ��

�� = ��� − ��
� + ��� − ��

�
 

 
(1.29) 

ku, kv and k map to kx and kz is known as Stolt mapping. This is basically a coordinate 
system transformation from the time domain to the frequency domain. However, there 
is one caveat: the forward model mapping has a one-to-many transformation (or, in 
other words, the physical position can be expressed by to two different variables in 
equation 1.29 coordinates space), and Stolt mapping is ill-determined and needs to be 
corrected by holding one of the parameters constant. When we hold ku as a constant, 
as suggested by Hunter et al., [40], [166], it yields the following expression: 

�(��, ��|��) =  −(4�)���� ���� − ��
���� − ��

�� (1.30) 

where:  
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is an inverse Stolt mapping with ku constant parameter and ���{ } is its operator. 
This model works by ignoring the angles between the transmitter, the receiver and the 
scatter. It is not a big limitation for the scatter, which is far away, and the angles that 
influence it can be ignored, but, for short distances, apodization/shading is required to 
correctly interpret the results, which can be a problem. 

The mapping can be improved with an additional weighting vector, which 
penalizes the received signal for large angles [139], [162], [167]. Calculating the 
vector values is done by assuming that every scatter point in the image can be modeled 
by taking its point spread function (PSF) and noise convolution [168], which 
obviously works with point scatters but will calculate the wrong results when the 
reflection is from linear boundaries.  

The other class of the usage of wavenumber algorithms which are currently used 
generates state-of-the-art beamformers for PWI. However, the quality when using the 
maximum possible information (by coherent compounding) will give the same quality 
as when using DAS, although it would take a much shorter time, and, as mentioned 
above, the model works by ignoring the angles. Thus, the shading function is more 
critical. Additional weakness of this method is frequency transformation whose 
environment with multiple reflections will require an additional filter to remove 
unrelated signals. Because of the point source assumption, it is much harder to 
interpret results from the surface reflection; another drawback is a tough-to-create 
coordinate transform when the irregular boundary line is involved, which makes it is 
hard to use for processing the signal with complex geometry objects. 

Super-resolution methods: Multiple signal classification (MUSIC) 

Multiple signal classification (MUSIC) [63], [169] is a method initially invented 
to estimate the direction of arrival in signal processing. Generally, this method uses 
Eigen decomposition into signal subspace and noise subspace, and, as we know, these 
subspaces are orthonormal.  

The MUSIC method can perform super-resolution focusing and can recognize 
defects or scatters with a size smaller than the diffraction limit for ultrasound 
applications. Of course, this comes with the usual drawbacks: noise must be kept as 
minimal as possible; if there are multiple targets, then they cannot exhibit correlation; 
noise must not have any correlation, and the scatter size is infinitely small (point-like), 
phased array elements should be put in line with the half wavelength pitch. 

First, this method creates the following reflector model: 

�������(�) = ����(�) ∗ ��(�(�)��(�)) (1.32) 

where the signal is divided into two parts: aamp amplitude and e phase in a complex 
form, � is the signal phase from the scatterer, and t is the signal travel time.  

The signal in the equation below will be sensed in the following form when it is 
directly before the receiver for a phased array with the first element as the reference. 
The signal that is received will be written in the following form [169], [170]: 
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��(�)�
������∗(���)∗��� ��

�  
(1.33) 

 
where ��is the spacing between transducer element p and p-1 element, �� is the phase 

offset from k source, � is the wavelength. For signal sensing, we can write the 
following equation: 

��(�) =  � ��(�)�
������(�) ��� ��

�
�

�
+ ��(�) 

(1.34) 

The new np variable is a noise function, although for MUSIC to work correctly, only 
the Gaussian noise is preferred. Now, we can write a matrix representation of the 
signal: 

�(�) = ��������(�) + �(�) (1.35) 

where N is the noise matrix received by all the elements, A is a ‘steering’ vector, and 
J(t) matrix is represented as follows: 

�(�) = [��(�) ��(�) ��(�) … ��(�)]� (1.36) 

Similarly, we can write the signal source matrix as: 

�(�) = [��(�) ��(�) ��(�) … ��(�)]� (1.37) 

as well as the steering matrix [171] whose representation is: 

� = [ �(ϕ�) �(ϕ�) �(ϕ�) … �(ϕ�)] (1.38) 

This matrix forms the signal subspace, and its elements are defined as follows: 

�(��) = [1 �
������(�) ��� ��

� �
������(�) ��� ��

� ] (1.39) 

And, lastly, the noise matrix is formed: 

� = [ ��(�) ��(�) ��(�) … ��(�)] (1.40) 

The MUSIC algorithm calculates the angle estimation by performing Eigen 
decomposition received signal into signal and noise subspaces as these subspaces are 
orthonormal. For the inspection of objects with complex geometry, the method for 
surface reconstruction in the original sense cannot be used because of strong point 
scatter requirements. For signal detection, it can still be used, albeit it calculates the 
angle of arrival and cannot be used directly, but, as an advantage, it can do super-
resolution reconstruction. 

Overview of focusing methods 

Table 1.1 Comparison of methods 

Classical Modern 

 Limited by diffraction. 
 Uses sample data directly, 

and noise has a limited 
impact. 

 Not limited by diffraction. 
 Works in the frequency 

domain. 
 Noise has an impact on 

results. 
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 Intuitive math (for 
example, knowing the 
acoustic path is possible to 
get meaningful results). 

 Usually works in the time 
domain. 
 

 Defects are usually point-
sized sources. 

 There are limits to what can 
be processed. 

 Uses second-order 
statistics. 

It can be noted that the primary difference between the terms ‘classical’ and 
‘modern’ is the method’s sensitivity to noise (or, in more scientific terms, if a method 
was derived by using the Green function [172] or Born approximation [78], [173], 
[174]). In an ideal environment, the statistical math-based methods outperform the 
classical methods, and calculations take a much shorter time (for example, when using 
FFT transformation-based algorithms). 

Table 1.2 Selected methods for review table 

Chosen for detailed review methods with group example 

 Electronic synthetic focusing 
(SAFT) 

 TFM [39] 
 DAS [138] 
 Delay, multiply and sum 

(DMAS) [124], [125], although 
it is a time-domain algorithm, 
for faster calculations can be 
computed by using the 
methodology of wavenumber 
algorithms  

 Double stage DMAS[127] 
 SAUL (surface adaptive 

ultrasound) [44] 

 Wavenumber algorithms [40], 
[59], [164], such as frequency 
domain TFM versions [40], are 
also known as Stolt-k 
migration [62], [157], [161], 
[162], [167] 

 Multiple signal classification 
[41], [175] 

 Time reversal [41], [41], [48], 
[148] 

 Minimal variance beamforming 
[51]–[53], [120] 

 

In Table 1.2, electronic synthetic focusing is a group of methods that performs 
the lensing operation on transmitting and receiving. 

1.4 Method adaptation for surface reconstruction and inspection 

Surface reconstruction can be avoided only if the fact about the presence of a 
defect is necessary, and only if a focusing adaptation can be performed, for example, 
by using the autofocusing property of the SAUL method. 

However, when it becomes necessary to identify the positions of scatterers, 
surface morphology information must be known: 

 For known geometry where the computer-aided design (CAD) model is 
available, the problem is attempting to match the received signals from 
geometry by using a computer model, such as FEM, or focusing calculated 
by back projection. 
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 Laser scanning can be used to make an accurate object bounding shape, but 
the object must be reflective to a laser, which is not always possible 

 X-ray tomography can be used for creating a 3D model of an object and using 
ultrasound testing as a complementary tool. 

The main problem with the methods mentioned above is the necessity to hold 
accurate spatial coordinates in a computer system between various processing stages. 
Even if the CAD model, which holds the digital representation coordinates of the 
model, is not in the physical world position, the mismatch of the acquired coordinates 
will have a huge effect in the determination of the position. The reviewed methods 
which directly deal with this problem use one or more additional assumptions [44], 
[131], [146], [176]–[179]. 

 Simple geometric formulas can approximate the object geometry, and 
applying Snell’s law is relatively straightforward. 

 An object’s surface is usually convex, and all reflection goes out of 
objects. In other words, the curvature plane normal vectors do not 
intersect. 

 If the object has concave segments, it will produce correct results as 
long as the curve is relatively small and the reflected rays intersect 
behind the transducer. 

 There are no multiple path reflections. 
These assumptions arise mainly in order to reduce computation time. For 

example, taking into account the multi-path reflection using ray tracing for the 
acoustic path calculations will take much time. The concave assumption ignores 
uncertainties and phantom data in the final result because, otherwise, a differential 
wave equation model will need to be solved. This process can use many computing 
resources to improve the results, which will not always be much better than in the case 
if the uncertainties are simply ignored. 

What concerns the reconstruction methodology, we see that there is a compound 
problem to solve: 1) the acoustic path calculation in the measurement environment; 
2) methods for surface morphology calculation – as it is seen – because of correlated 
reflection, there is an additional implication regarding the use of FFT or statistics-
based methods; 3) the acoustic path in an object takes into account the surface 
curvature which essentially can be assumed as a black box. Thus, with regard to the 
full methodology, the time domain methods have the advantage of treatment of the 
acoustic path as the black box and immunity for noise. 

1.5 Noise and its filters 

One of the fundamental problems with real data is the presence of noise. The 
noise problem in the inspection can be found in the received raw data, and the noise 
is often still present after running various reconstruction methods. The noise in a 
reconstructed image is called the speckle noise, which is a noise artefact generated in 
the algorithm execution, the measurement system noise, or the sample structural 
noise. It can be both additive and multiplicative, and various methods are used to 
reduce its effect. Without any specifics, speckle noise can be written as: 
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� = �� (1.41) 

where � is the final value of a pixel or a texel, the data is in three dimensions, � is the 
signal and � is the independent noise term. The term is usually presented with the 
matrix and is time-dependent. Various algorithms have been developed to filter the 
image from the speckle noise. 

The simplest way to remove speckle noise is to use a median image processing 
kernel, a Gaussian blur filter, or an FFT-based transformation to remove high-
frequency noise [180]. Another proposal for a speckle filter was made by Perona 
Malik [181] who proposed a simple method for image filtering based on the energy 
diffusion principle. The diffusion principle has the advantage of holding image edges 
more accurately than Gaussian smoothing.  

There are also other methods, such as:  

 The Laplacian pyramid-based nonlinear diffusion method [182]. In 
theory, this filter has both decomposition and interpolation styles and 
has multiple stages, which first transform the image into the Laplacian 
pyramid domain [183], [184] and then remove high frequencies. After 
that, the method uses a Perona Malik filter to preserve the edges and then 
reconstructs back to the original image. 

 Speckle Reducing Anisotropic Diffusion (SRAD) [185]. 
 Bayesian non-local means filter (OBNLM) [186]. 
 Other algorithms for de-speckling [187]–[191]. 

Yet, the reviewed algorithms can improve the image quality without a priori 
information about the environment or with the ability to physically increase the SNR 
of inspection in the noise reduction limits. 

There is additional noise introduced in the system from the physical world that 
affects the measuring system. These uncertainties can be roughly divided into three 
phenomena: jitter [192], gain nonlinearity (although, in the working bandwidth, the 
gain nonlinearity is very low or even non-existent) [116], [193], and conversion-
sampling errors [194]–[196] when the knowledge of the physical environment is not 
fully available. In terms of reviews, errors can be divided into two groups: the physical 
environment errors and digital errors. 

In general, visible distortions are reconstruction errors from the ADC signal. 
Even if the electronics produces the correct signal shape, final sample values are 
produced in ADC. In the ideal case, inaccuracies can be approximated as a Gaussian 
process with a particular deviation. 

A particularly prominent type of digital error is the floating-point numbers 
format error [197]. However, we should note that floating-point operations in 
computers are not commutative, and their order matters (multiplication, subtraction, 
sum), although the simplest solution is to use more comprehensive floating-point 
number formats or to rewrite the operation in order to improve accuracy [198].  

Another source of digital errors with a low impact is that not all numbers, such 
as 0.1, can be expressed in binary formats. As a result, there are rounding rules, which 
the author, by default, has left unchanged. 

The errors can be summarized in the following table: 
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Table 1.3 Errors summary table 

Equipment part Impact Explanation 

Transducer 
manufacturing process 

High Needs to be calibrated 
separately 

Pulser electronics High From an incorrect central 
frequency to generate a 
voltage that is too low for 
correct vibrations 

ADC Low The intristic 1–2 sample 
variation delay and 
assuming that the voltage-
to-value conversion is in 
the have 1LSB error limit 

The practical implication of errors is the state of the transducer and the correctly 
working pulser. ADC also has a huge impact, but it is usually calibrated by the 
manufacturer. 

1.6 Numerical modeling 

Because of the large amount of time required for finite element simulation, other 
methods were also invented. One notable method is a pencil used in CIVA [83], [101]. 
It is a relatively simple method for homogeneous media, and it works by treating the 
sound source as a point source and an emitting plane wave. 

For plane-wave modeling methods, Foldy [199] and Lax [200] methods were 
proposed, although the proposal was made a long time ago. Recently, more useful 
algorithms have appeared [95], [96], [201]–[204]. 

The main advantage of this method is that simulating a wave field does not 
require the solving of partial differential equations. Depending on how the method is 
used, different shortcomings will be manifested – for example, for KZK-based 
methods [93], [95], [97], [205], simulation is only possible for far fields. 

The transducer model is a key component in a high accuracy model [71], [206]–
[208]. However, it requires the usage of a large number of resources and a known 
accurate physical model. Detailed manufacturer information is kept a trade secret and 
is not shared publicly. On the transducer datasheet, only the element delay function is 
calculated, and the sensitivity is calibrated in a controlled environment. For this thesis, 
only pressure modeling was done in order to approximate the ideal transducer.  

As it was mentioned above, some of the effects can be mitigated by introducing 
virtual elements [28], [130]. Suppressing the transducer-limiting effects is called 
apodization or shading [77]. 

The near field involves the case of the moment when the transducer sends a 
signal, and, a short time after, it is blinded by itself, but research has been conducted 
with attempts to reduce this effect [89]. 
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It is necessary to produce methods calculating in the fastest possible way. For 
the methods developed by using General-Purpose computing on the Graphics 
Processing Unit (GPGPU) methodology, NVIDIA’s CUDA system is currently being 
used [209]–[213].  

1.7 Conclusions of the First Chapter and tasks of research 

The analysis of methods for the inspection of objects with a complex surface 
morphology and volume reconstruction demonstrated that there are no straightforward 
algorithms to achieve reconstruction, as the currently available methods usually 
assume a single environment without explicit dual media reconstruction. Or, in the 
case of dual media, the reconstruction is limited by point sources reflections, and it 
ignores the geometry information. For the inspection of an object with the known 
CAD model, the algorithm can do offline calculation of the acoustic path. Yet, the use 
of FEM can impose enormous requirements on time and computing resources. 
Therefore, it is necessary to investigate faster methods for acoustic path calculation. 

As for the reflected signal interpretation, each method has its advantages and 
weaknesses as the methods can be divided into two groups by their reflection 
approximation assumption. One type of methodologies is to assume that the reflector 
is of the point size, and that imaging can be calculated as the solution of inverse wave 
propagation. Its core advantage is the relatively fast calculation times and the 
possibility to interpret correctly the reflection information over the diffraction limit, 
but the noise needs to be Gaussian, and, for multiple reflectors (defects), there need 
to be no signal relations (i.e., no correlation). 

The problem of the inspection of arbitrary objects is the complicated prediction 
of the acoustic path due to various effects, such as refraction, wave mode change and 
various interactions between them. Prediction is required when the position of the 
defects of the object needs to be known because with the knowledge of the object’s 
boundary, it is possible to interpret the signal with confidence; another drawback with 
the arbitrary boundary is the hard-to-find direct acoustic propagation solution – thus, 
statistics-based algorithms are hard to design. 

In this work, it is required that the developed method should work in the 2D 
space. It can be viewed as a limitation, but, in practice, it can be extended to the 3D 
environment straightforwardly, although there will still be some limitations involved. 
The conversion from 2D to 3D space algorithmically can be viewed as a more 
complex shading function. Although, complex spherical interactions for the acoustic 
path calculations should be noted, which suggests that it is not a trivial solution. 
Another view towards 3D reconstruction is to reconstruct defects from the 2D space 
and to interpolate the data. 

Therefore, in order to develop a methodology for complex object inspection, the 
following tasks have to be solved: 

 Create and investigate the method for the reconstruction of surface 
morphology for the 2D case. 

 Create and investigate a method for volume reconstruction when the 
surface morphology information has been algorithmically obtained. 
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 Numerically verify the proposed methodology for surface morphology 
and volume reconstruction. 

 Experimentally verify the proposed methodology for object inspection 
and its inner structure reconstruction. 
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2 DEVELOPED ALGORITHM: RECONSTRUCTION OF OBJECT 
SURFACE MORPHOLOGY  

This chapter discusses the object surface geometry reconstruction problem, and 
how it can be solved. It can be avoided if the model of the surface is known a priori. 
However, even if the information about the object surface morphology is known, the 
matching coordinate system over the object outline with a known computer model can 
be a non-trivial task due to the misaligned angle or the changed object position, and 
the transducer will ‘see’ from a different angle, or even there will appear an error in 
the sound speed. In the worst-case scenario, the knowledge of the surface morphology 
coupled with wrong positioning will produce wrong results, or, in extreme cases, it 
will reconstruct only noise without any relevant information. 

The surface can be reconstructed in various ways, such as the use of methods 
outlined in the literature review, but, currently, we shall focus on the reconstruction 
by using only a phased array in a rigid stand (or, in other words, in a stable position), 
with a priori knowledge of the sound speed in water. Although focusing can be done 
with multiple methods, such as PWI, TFM, or statistics-based methodology, but 
because the continuous surface has a correlated reflection response [60], [61], [149], 
[173], [214], the point reflection assumption (the main assumption for these methods) 
is false. 

 

 
Figure 2.1 Flowchart of the steps of the proposed methodology  

This chapter shall describe the methodology from signal emission to surface 
morphology reconstruction. It is the first part of the proposed methodology (a detailed 
overview of the steps is presented in Figure 2.1). Two different approaches are 
proposed. Firstly, we describe the one which is based on the time-domain 
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reconstruction. Then, in Subchapter 2.2, we describe the second one which is the 
author’s developed analytic method with the limitation of planar segments. 

 

Table 2.1 Surface reconstruction methodology steps when assuming work with raw data 
without any additional processing 

Step 

No. 

Step procedure Short description 

1. Excitation Excitation procedure PWI or FMC 
2. Gathering echoes Delay alignment and if it necessary multiple 

shots combination 
3. Surface morphology computation Filtering, detrending and back wall removal 
4. Computer model generation Interpolation step from discrete points to the 

continuous model 

Table 2.1 generalizes the necessary methodology steps for creating a computer 
model or a boundary zone between dissimilar environments (for example, water and 
plexiglass). It is required for volume inspection and the detection of defects. 

2.1. Surface morphology reconstruction 

Step 1. Excitation 

The first step of the methodology is to generate an impulse for excitation [28], 
[77]. One of the most natural and practical methods is to generate a high-voltage spike 
pulse and to leave the transducer to resonate on its resonant frequency [25]. Even for 
a complex relationship, the pulse can be approximated with the sine function by using 
a Gaussian distribution window: 

�(�) =  �
0, � <  � �� � > �
sin(�) ∗ �(� − �)

 (2.1) 

where t is time, and � is the signal width. In the modeling part, it is used to 
describe the time where the energy of vibrations can be picked up (which is not 
interpreted as noise). g(x) is a Gaussian distribution function where deviation values 
depend on the transducer’s physical conditions and the center frequency. The 
Gaussian distribution can be written as: 

�(�) =  
1

�√2�
�

�
(���)�

���  
(2.2) 

where t is the time position, � is the distribution median (the highest point) 
position in signal modelling (for simplicity, we can leave it as 0 (the coordinate start)), 
and � is the standard deviation width for the peak which naturally depends on the 
frequency. The exact values of distribution in real environments need to be 
numerically or experimentally calculated. 

Phased arrays can excite emission pulses in various ways when there is a 
possibility to control individual elements. Usually, due to limitation, only spike pulse 
excitation and pulse delay methodologies are used. The two primary methodologies 
are to use one element emission or the plane wave; they have two main differences: 
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for one element, the beam pattern in the calculations can be assumed as circular 
emission from the point source (Fig. 2.2a), and, for the plane wave, the shape is a 
cone, albeit the energy is much higher (Fig. 2.2b). 

 
(a)    (b) 

Figure 2.2 Single element and plane wave beam patterns (darker elements are the sources), 
the lines are pressure isolines (shown at arbitrary time positions), (a) is a single element; (b) 

is a plane wave without steering 

In the mathematical sense, when using the FMC excitation mode, the formula 
for the acoustic path is straightforward and less prone to errors. On the other hand, 
when using the plane-wave, the assumption of the point-like source is lost, but 
practically it can be compensated by using coherent compounding due to the fact that 
the beam has a conic cut [215], and, with the requirement of the apodization function, 
as for quick acoustic pressure approximation, a sinc based  function can be used (Fig 
2.2a): 

sinc(x) = �
1, � = 0
sin �

�
, ��ℎ������

 ( 2.3) 

where x is the angular component.  

Even with analytic representation and when doing a lot of approximation, it is 
not trivial to calculate a single transducer’s emission pattern; the problem is more 
complex for a phased array where there are multiple transmitting elements, for 
example, if we take a phased array with 128 elements and emit various configurations 
of sound waves (Table 2.2). 
Table 2.2 Model parameters 

Parameter Value 

Sound speed 1480 m/s 
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Absorption parameters α, 
coef 

α=0.75 [dB/(MHz^y cm)], coef=1.75 

Element sizes 0.6mm, 0.75mm, 1.0mm 

Apertures to investigate One element (single element aperture) and PWI  

Center frequencies 2.25MHz, 5MHz, 10MHz 

This investigation visually demonstrates the frequency dependence of the 
emitted energy that is visible from the absorption parameters and various beam 
patterns for the outlined methods: 

(a) 
(b) 

(c) 

 
(d) 

Figure 2.3 Beam patterns numerical models developed when using Table 2.2 parameters (the unit in 
isolines is dB, the reference number is emission pressure): (a) – 2.25 MHz single element, (b) – 5.0 
MHz single element, (c) – 10 MHz single element, (d) – 10 MHz 128 element aperture plane wave 

As we see from the numerical calculation of beam patterns (Fig. 2.3), we can notice 
the following observations regarding the emission pulse: 

 When using the plane wave (Fig. 2.3d), the beam pattern starts to become 
egg-shaped (a cut cone), or it produces side lobes in the image if the effects 
are not mitigated, this is one of the reasons why coherent compounding is 
necessary; 

 When using a single element (Fig. 2.3a–c), the near-circular pattern of 
pressure can be noticed as it is created by straightforward mathematical 
approximation operations.  
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 Moreover, from the numerical experiment, we can determine that there is a 
trade-off between the object detection sharpness (the wavelength 
size/frequency) and the damping effect. As it is evident, the lower is the 
frequency, the better is the emission pulse (Fig. 2.3a vs. Fig. 2.3c). 

The main reason to use unfocused (the case of FMC) is the ability to universally 
post-process data after its acquisition. Although, it is still possible to post process and 
excited signals with different shapes or modulation – but with a much increased 
computing cost due to the losing point source emitter assumption. 

Step 2 Gathering echoes and data preparation step 

A short reminder of the representation data of phased array results (B-scan) is a 
matrix form, as shown in Eq. 2.3 when using the column-major order [216], as the 
practical implementation is always to use the 2D matrix format for one shot and to 
stack it when there are signals from multiple positions and for the physical position 
information use lookup table: 

��(�, �) =  �

��,�,� ��,�,� … ��,�,�

��,�,� ��,�,� … ��,�,�

… … … …
��,�,� ��,�,� … ��,�,�

� (2.4) 

where �� is the received signal sample matrix, n is the receiver’s number, and t 
is the discrete-time in samples (it is the B-scan). The following data forms a 3D matrix 
when using multiple shots (or iterations). If we possess additional memory, the less 
error prone method is to pad the matrix with zeros (thus aligning time offsets): 

���(�, �) =  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
�(�, 0) �(�, 0) … �(�, 0)

�(�, 1) �(�, 0) … �(�, 0)
… … … …

�(�, �) �(�, 0) … �(�, 0)
��,�,� ��,�,� … ��,�,�

��,�,� ��,�,� … ��,�,�

… … … …
��,�,� ��,�,� … ��,��,� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, �ℎ��� �� = 0 (2.5) 

where �� is the zero values (or empty samples) which are shown in this form for 
convenience. The question remains as to how much delay needs to be applied. In 
practice, it needs to cover the signal which we are interested in. In other words, we 
can imagine that the receiver is already turned on, after signal emission, but the 
recorded interval does not start from the first sample. 

The common DSP signal pre-processing tasks cannot be avoided in real-world 
equipment. Even if there is no calibration data, and the equalization step is not done, 
one of the first visible distortions is the linear trend (a systematic data increase or 
decrease), and the bias value (the constant input value which can be either negative or 
positive). 
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On the other hand, the extension for the matrix transducer when using the same 
matrix is only the physical position information table extension, although the 
algorithms for focusing still need to be changed. 

Step 3. Object surface morphology CAD model 

Even when having the correct CAD data, it is still necessary to match the known 
CAD template physical parameters (relative position and angle) with the data of 
signals, which can be a tedious task with a system that has limited calibration 
information. In order to make the method more universal, it is preferable to use the 
same transducer for the inspection and for the morphology reconstruction.  

As for the sensor energy information from the object reflection mathematically 
can be approximated as the cosine Lambert law [217]–[219], which in the simplified 
case depends solely on the angle, thus ignoring other surface properties, as, from the 
pure mathematical sense, the reflection is spherical to all sides. It can be written as the 
cosine rule: 

� = �� cos(�) ���� 
(2.6) 

where �� is the initial energy, � is the angle between the sensor and the normal 
of the reflecting surface, � is the damping factor, and � is the distance.  

The next problem is the transducer sensitivity, which depends on the reflected 
soundwave incident angle, and, for the initial approximation, it can be used as the sin 
function reflection rule: 

�� = ���sin (�) ����� 
(2.7) 

where ��� is the initial reflected energy (the damping coefficient is the same as 
for the emission), and �� is the reflected acoustic path, � is the damping coefficient 
which depends on the material, � is the reflection angle between the sample surface 
and the transducer. 

In order to make the math slightly more straightforward, while assuming that the 
acoustic path is ‘short’, the damping part can be dropped, and thus the emitted and 
reflected energy can be written as a single equation which depends on the angles: 

�� = �� cos(�) ∗ sin(�) (2.8) 

�� is the reflected energy without the damping part.  

To simplify the formula, � serves as the symmetric response assumption (the 
emission and reflection angles are same): 

�� = �� sin�(�) (2.9) 

where �� is the reflected energy, � is the angle difference between the transducer 
and the surface when the direct incident wave is calculated as 0 degrees. 
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Figure 2.4 Reflected energy from a flat surface when transducer is rotated by � degrees 

(Equation 2.9) 

Equation (2.9) and its visual representation in Figure 2.4 shows of a physical 
limitation of the transducer element which listens to reflected echoes.   

For focusing, GPGPU implementation based algorithms should be preferred. 
The main advantage of the graphics processor is that it has more computing power for 
the number crunching application. Another problem domain (3D graphics rendering) 
is that the reconstruction algorithms must have a good fit (see Appendix A1 
algorithm). 

 

As for the surface reconstruction problem when the sample object have an 
irregular profile shape it is visible the reconstruction problems with focusing 
limitation because of the different angles the interference from the acoustic path can 
have a low SNR, and the trivial method to get maximum value will not work (Fig 2.5 
shows the regions with strong SNR in bold). Therefore, data collection for surface 
information needs to take the acoustic wave travel time and use the first echo data 
even with a much lower amplitude. 
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Figure 2.5 Example of surface reconstruction when using experimental data. Without 

numbers, blue lines are a reflection with high SNR, and dashed lines are the CAD model 
overlay 

 

When focusing images are generated, the object boundaries reconstruction step 
can be started. As we have seen from the equation above (Eq. 2.9 and visual 
representation in Fig. 2.4), the object boundary line points have varying interference 
values and involve missing data (for example, the incident wave is at a critical angle). 
With wide energy differences, multiple points must be taken for boundary point 
decision. Mathematically, (x, y)k  -point can be written as: 

< (�, �)� |� ∈ � >  
 (2.10) 

where k is a candidate point in area P which is around the peak. However, in 
order to generate point set P, it is necessary to take into account wide interference 
values in the focusing step (see Fig 2.5 as only the strongly reflected part can be taken 
for true values), as, more practically, the operator-limited region D should be provided 
(for the vertical position interval, see Fig 5.7 for examples of experimental results); 
mathematically, it can be written in the following form: 

�� = ��� max
�∈�

(�, �)� (2.11) 

where �� is the peak value coordinates in the operator’s selected region � for 
the boundary point. As for the reflection from the surface, as an advantage, it can be 
noted that there is no wave signal inversion seen on the receiver’s side. 

After collecting the points and taking the peak value coordinates along the 
scanning axis (for example, y coordinates), the computer model of the surface can be 
created. First, a continuous model is necessary for accurate processing.  

 

The model can be created by using b-spline interpolation. 

��(�) = �� + ��� + ���� + ����, � ∈ [0; 1] (2.12) 
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��(�) is a segment position equation where a, b, c and d are coefficients that need 
to be calculated [220]. It is a common problem, and the solution is not given (for 
example, the spline function in the Mathworks [221] software or 
scipy.interpolate.BSpline1 using the Scipy Python package [222]). Yet, there are 
various interpolation methods for such an issue, e.g., by using a different order of 
splines or Non-Uniform Rational B-Spline (NURBS) curves, but accounting for the 
practical limitations of the UT inspections system, when the b-spline is sufficiently 
simple to implement, and errors from the system have a much higher impact than the 
interpolation function. 

 

 
Figure 2.6 Example of CAD model interpolation; the values for interpolation have added 

random noise to make the impact of errors more visible 

 

The calculated surface CAD model (Figure 2.6) serving for practical purposes 
has to be checked by the operator, and the interpolation method has to be tested, as, 
in practical application, B-spline interpolation can be used and yield good results, but, 
for example, in Figure 2.6 with noisy points, linear interpolation visually yields better 
results. 

Step 4. Computer model generation 

The environmental illumination and surface reconstruction are a critical part of 
the proposed methodology. The bigger impact of the mismatch factor is due to the 
non-regular boundary line (surface) than due to the plane surface. The impact of the 
accuracy of the speed of sound and the transducer model for the surface model visually 
has a relatively little impact as it can be viewed as a coordinate transformation 
operator. Although, for the accurate physical representation, the reflection impulse 
and position in the sample need to match. 

                                                      

1 https://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.BSpline.html 
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The practical part of the computer model is a format which can be used for object 
inspection. One of its practical representations is a list of points with physical 
coordinates, as one of the weaknesses of this list is the calculation how many points 
need to be saved in order to have accurate profile representation even when having 
the interpolated model is not very practical (if considering the associated computing 
time) for performing calculations. Another point of the computer model is that it can 
be interchanged with the original CAD model or employed while using other means, 
such as a laser. 

2.2. Planar segment reconstruction 

It is possible to use algebraic methods for complex geometry reconstruction if it 
can be approximated by linear segments which are visible on an unprocessed B-scan. 
The advantage of the algebraic approach is the rapid boundary reconstruction, but the 
main disadvantage is that the method does not calculate the lateral position. 

The solution of linear segments starts from a schematically drawn acoustic path 
model and selecting the first transducer element coordinates as (0,0), which is the 
origin point. It can be viewed that the calculation is done as usual, but the transducer 
is rotated, and the object surface is in the horizontal position (Figure 2.7): 

 
Figure 2.7 Diagram of one possible acoustic path to a sensor with coordinates (xk,yk) when the relative 

angle between the transducer and the sample is alpha α  

The following variables can be described (Figure 2.7): the emitting element is 
always on the left side, and the receiving element is on the right side: 

 h – distance from the first element to the object surface line. 
 α – transducer anglerelative to horizontal line. 
 dx – the pitch between the elements. 
 Y – the object’s vertical coordinate, basically, the height (necessary for 

further calculations). 
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 a0, a1 –known corner coordinates of the object. 
 (xa, ya) – acoustic impact point. 
 hk – shortest length between the receiving element and the object 

boundary line. 
 L1 – shortest acoustic path between the object and the emitting element’s 

position. 
 L2 – shortest acoustic path between the received element and the object’s 

surface. 

From the first observation in the diagram, it can easily be seen that the time taken 
from the emission to the reception has the following relationships: 

 The sound wave travel time increases linearly with the distance at all 
angles – it is a linear component. 

 When the transducer is rotated, the time at which sound propagates has 
a trigonometric relationship with the incident angles. 

In this model, the acoustic path propagation time from the emitter to the receiver 
depends on two independent variables (the distance and the angle), which contribute 
equally to the travel time. We can demonstrate that it is possible to calculate the 
relative angle of the segment while only knowing the travel time between the two 
transducer elements. However, if it is only the relative angle information without the 
y-axis (depth), we call it angle � and have following trigonometric relationship with 
the acoustic travel path and the angle: 

 Δ� = (�� cos�(�) + �� cos (�)) sin  (�)  (2.13) 

where Δ� is the difference in the traveled distance (the reflection time) between 
elements which are separated by dx length with a relative angle between the elements 
and object surface �; the sizes can be seen as unitless, and only the dimension between 
Δ� and dx needs to have logical interpretations. 

On the other hand, the distance information requires time information based on 
the real world transmission information (the sample number has physical meanings), 
and the expression for the calculation is the following: 

 
� = (� − 1)�� sin(�) −  

����

2 cos(�)
 

(2.14) 

where i is the transducer’s element number, numeric values start from 1, dx is 
the pitch between the transducer’s elements, �� is the known signal peak time, �� is 
the speed of sound in water. 

Detailed derivation of the method is based on a line equation: 
 For line �� + �� + � = 0, coefficients can be found by using the following 

system: 

 
�

A = Y� − ��

� = (�� − ��)
� =  −��� − ���

 (2.15) 
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where Y�, �� are a vertical coordinate endpoints; �� and �� are end points of 

horizontal coordinates. 

 We transform the length equation: 

 
D������, �, �, ��, ��� =

|�� + �� + �|

√�� + ��
 (2.16) 

The above formula calculates the distance from the line which has A, B, C 
equation coefficients to an arbitrary point (xp,yp), or, in this case, to a point on the 
surface or the transducer. We note that this formula calculates from the line with 
an infinite length and not a line segment. 

The proposed methods work with the following constraints to make the math 
simpler: 

 The X-coordinate is the lateral position; the Y-coordinate is the height. 

 The first ultrasonic element center coordinates are 0,0 – this is the origin point 

(Fig. 2.7). 

 The object is always below the first element (it thus features negative 

coordinates) (Fig 2.7). 

 All other elements’ X and Y coordinates are increasing: �� < �� < �� <

��, �� < �� < �� < ��. If this is not the case, the coordinate system must be 

translated and transformed. If the transformation is done by using the affine 

transformation matrixes, it must satisfy the condition det(�) = 1. In other 

words, no shear or scaling should be involved. 
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Figure 2.8 Acoustic paths of two receiving elements. In this figure, the transmission and the reflection 
can be described by right-angled triangles 

The total travel distance can be expressed as: 

 � = �� + �� (2.17) 

where L1 is the emitted sound pressure path, and L2 is the reflected acoustic 
path (the distances can be found by using Eq. 2.16). 

The recorded time conversion to distance which is highly dependent on the 
speed of sound in water can be written as: 

 
� =  

�

������
 (2.18) 

When having only the sample time, it is more effective to use the time 
difference information and to sequentially get the angle and then reproject the 
distance information: 

 Δ� = ���� + ���� − (��� + ���) (2.19) 

When using the following constraint: � < � and expanding the line equation 
(Eq. 2.16), L2 distance can be calculated by using the right triangle cosine rule: 

��� =
�(�� − ��)�� � sin(�) + (�� − ��)ℎ��cos (�)

�(�� − ��)�
 

��� =
�(�� − ��)�� � sin(�) + (�� − ��)ℎ�� cos (�)

�(�� − ��)�
 

(2.20) 

 

 

(2.21) 
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Eqs. 2.20 and 2.21 can be interpreted in the following manner: 

 The dominating part is a line distance equation (D���� Eq. 2.16) using 

algebraic y point position expression (y=dx • i • sin(�)) using formulas. 

Because of the chosen coordinate system which always has positive x and 

y values, the  modulo operator in solving the square root can be ignored. 

 x coordinates are expressed by using the right triangle rule x • cos(�). 

In order to minimize independent variables, we replace j -> (i + 1): 

��� =
�(�� − ��)�� (� + 1) sin(�) + (�� − ��)ℎ�� cos (�)

�(�� − ��)�
 (2.22) 

L1 path expression is written in the following way: 

��� =
(�� � ����(�) + �� ���(�) )���

� − 2���� + ��
�

�� − ��
 (2.23) 

The total distance equation interpretation is as follows: 

 The line equation is used twice: first, to calculate the (xa, ya) point and again 

for L2 point calculation (L2 line is used for xa, ya point). 

 The cubed cosine value indicates that we are combining the alpha angle 

multiple times, which is visible in the graph. 

The total distance when using L1 and L2 combinations is algebraically solved 
by using Sage mathematical package [223] (it is an algebraic combination of Δ���� −
Δ�� equation; due to the huge number of terms in the expression, only the final 
solution is shown): 

ΔD�,(���) =
(������(�) + �� ���(�) )���

� − 2���� + ��
� sin �

�� − ��
 (2.24) 

 Terms (�� − ��) and ���
� − 2���� + ��

� can be reduced because negative 
results for this method have no physical interpretation in the solution: 

Δ��,��� = (�� cos�(�) + �� cos(�))sin (�) (2.25) 

� angle can be solved by various numerical optimization methods, such as the 
Newton-Raphson method [224], [225]. 

Having solved angle �, we proceed to calculate the object surface line relative 
to the first transducer element. As mentioned above, the method does not calculate the 
lateral position, thus we choose dummy object-side coordinates, and, for easier math, 
we use -1 and 1. 

Line �� + �� + � = 0 equation coefficients can be rewritten as follows: 
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�
A = 0
� = −2
� =  2�

 (2.26) 

By using Sage symbolic math software [223] and solving L1 and L2 equations, 
when knowing only the angle and the transducer element’s sample time, the relative 
element distance from the sample surface line is expressed as: 

� =  
��|cos(�)| + |2 �� cos�(�) − �� | cos(�) � �����(�) − �|

��|cos (�)|cos (�)
 (2.27) 

After rearranging the equation for the Y variable, it can be written as follows: 

|� �� sin(�) − �| =  
� �� |cos(�)|cos (�)

��|cos(�)| + |2 �� cos�(�) − ��| cos (�)
 (2.28) 

In the left part, the term � �� sin(�) is the active element vertical position (or in 
other words vertical offset). Taking into account the fact that Y is always negative (it 
is a natural assumption that the object is always below the transducer), and the angle 
is always less than 45 degrees, which never yields negative values, the equation can 
be rewritten in the following form:. 

� = � �� sin(�) −  
�

2 cos(�)
 (2.29) 

With Equations 2.29 and 2.25, it is possible to algebraically calculate the linear 
segment’s distance and the angle from the transducer, although the lateral position 
information is lost and needs to be reconstructed by using other methods. 

For the lateral position, the discussion is omitted because on the object’s corners 
the reflection from the plane wave are weaker, and, without experience of the operator, 
automatic errors with high values will be obtained. 

2.3. Conclusions of the Chapter Two 

1. The proposed method for surface model reconstruction shows preference to 
using a FMC style signal capture as its advantage is a more straightforward 
approximation because, for compensating the weaker signal, the lower 
frequency can be used, and captured data is ready for the subsequent object 
inspection step. 

2. The weak reconstructed parts of focusing when TFM is used can be 
interpolated by using B-spline, as it has interpolation properties which are 
denoted by good match with the real components.  

3. A method for the reconstruction of the object’s surface by using line segments 
has been proposed. 
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3 DEVELOPED ALGORITHM FOR VOLUME RECONSTRUCTION OF 
A COMPLEX OBJECT 

This chapter shall describe the second part of the proposed methodology which 
involves object volume reconstruction (in this context, object volume reconstruction 
is a defectoscopy object sample in the 2D dimension). The proposed methodology can 
be used independently as long as the calibrated CAD model is available, where 
transformation between samples in the data and in the real world position is known 
and accurate.  

The volume reconstruction focusing (or beamforming) method is created by 
using the time-domain approach. There are two reasons for using these classical 
methods. The first is that a reflection from the boundary is difficult to approximate as 
a point target where most statistics-based methods work correctly. Secondly, when 
there is a non-regular surface due to complex phenomena, such as diffraction, the 
refraction of the acoustic path needs to be reconstructed by using the non-analytical 
approach. The figure below schematically shows the algorithmic route of the volume 
reconstruction: 

 

 
Figure 3.1 Flowchart of the proposed methodology and the required steps  

We note that FMC data can be reused for the surface reconstruction, but, due to 
the limited dynamic range of the equipment, the practical solution is to execute FMC 
twice with analog hardware of different gain. 

Other subparts of the method are independent and are briefly described from the 
theoretical point of view. 
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Table 3.1 Object inspection methodology steps; the table is assumed to work with raw data without any 
additional processing 

Step 

No. 

Step procedure Short description 

1. Excitation Excitation procedure PWI or FMC 
2. Gathering echoes Delay alignment and if it necessary multiple 

shots combination 
3. Surface morphology calculation Filtering, detrending and backwall removal 
4. ‘Surface’ focusing Creation of ‘image’ from B-scan data 
5. Results & post-processing Results post-processing 

 
The summarized steps are shown in Table 3.1. The volume reconstruction 

procedure is in practice very similar to the surface morphology procedure, albeit with 
additional restrictions. One of the constraints is the much lower energy reflected back 
to the sensors, although it is countered by the advantage that defects can be 
approximated as point reflectors where it is possible to use statistics-based math. 

3.1 Object inspection 

The following chapter shall describe the steps necessary for executing the 
volume reconstruction methodology step by step with an assumption that surface 
morphology reconstruction has already been performed. 

Step 1. Excitation 

As it was mentioned in the previous chapter, the main problem of excitation is 
twofold: firstly, the energy delivery for ROI, and, secondly, the numerical path 
approximation while using computing resources as little as possible. 

Step 2. Gathering echoes 

This ‘gathering echoes’ step faces the same concerns as the aspect of surface 
morphology. As mentioned above, the relationship between data samples and physical 
positions needs to be accurate. 

Steps 3-4. Surface morphology calculation and focusing 

For straightforward propagation modeling, where it is necessary to focus energy 
from the transducer to ROI, we can derive a fast-approximation method which is based 
on finding Snell’s law angles from the source point, and modeling reflections as ERM. 
This ERM assumption for Snell’s angles is calculated for all the pixels in the image; 
it is a form of SAFT where only the forward path is taken into account.  

For an efficient minimization method, the author has created an indirect Snell’s 
law solution where it is possible to use numeric optimization algorithms for angle 
searches. Detailed derivation is given in the author’s paper [118], and only the 
principal equations are shown in this chapter, such as the one shown below: 

�(�� − �)� + ���(�� − �)���
� − �(�� − �)� + ��

��(�� − �)��
� = 0 (3.1) 

where T(x, y) is the target point coordinates, S(x, y) is the source point 
coordinates, r is a point where Snell’s law holds, and c1 and c2 are the speed of sound 
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in S and T point’s media. The main problem of this equation is that, before calculation, 
the source and target points need to be transformed and scaled where the boundary 
line (the border between the media) is in the coordinate space with (0,0) and (1,0) thus 
doing the length normalization step.  

 
The value of Equation 3.1 is 0 when Snell’s law is correct. Otherwise, there is a 

numerical error value, which is better when it is smaller. This value is simply a 
numerical expression. After finding the root of the equation, it is necessary to do a 
final check to make sure that the results match with Snell’s law refraction because, 
mathematically, it is possible to get a physically meaningless result: 

�����(�� − �) + ������ ��� + �����(�� − �) + ���������

= 0 
(3.2) 

where sgn is a sign function, and ��, �� are non-zero arbitrary integer constants 
whose purpose is to quickly numerically check that Snell’s law is valid between the 
source and the target points (S and T). Originally, the method was developed to 
calculate the delay law for ROI where the object boundary is an arbitrary line. For 
calculation, it is possible to use GPGPU computing because this method can be used 
in the SIMT multiprocessing mode when using Newton-Raphson root finding. It can 
be limited by a reasonable number of operations that are between 8 and 10. The solved 
Snell’s law path is set out below. 

 
(a) 

 
(b) 

Figure 3.2 (a) Example figure for Snell’s law solving, (b) is the solution space where the solid line is 
result of Equation 3.1, and the solution is shown for Eq. 3.2 when a1=0.1 and a2=0.3 

Figure 3.2(b) shows the effects of the fast Snell’s solution and why it is necessary 
to use Equation 3.2. In the mathematical sense, it is a fourth degree equation with 
multiple correct results, and it is necessary to check if there is a physical meaning. 

A more detailed solution of Equation 3.1 is based on the algebraic solution of 
Snell’s law: 
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Figure 3.3 Principal sketch of Snell’s law 

Figure 3.3 shows a principal sketch of Snell’s law and S (source), P (impact),  
T (target) points. As we see, the coordinates along the horizontal axis are in the 
normalized system between 0 and 1, thus the impact point can be written as vector Pd. 
With this, Snell’s law has the following expression: 

 (3.3) 

 

(3.4) 

where sr and sz are the point length from S point (vectors) to the subscript point. 
The terms in the equation are distance expressions, and, after combining formulas, 
with respect to Pd and by reducing variables, we get: 

 (3.5) 

where rx, rz, rr.are supporting triangle vectors; most of the equation can be 
reduced because the use of normalized values gives a lot of reductions, and it makes 
the formula fully constrained. With the coordinate transformation (the line where the 
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impact point x is between 0 and 1, and y is always 0), Equation 3.5 can be reduced 
further: 

 (3.6) 

Now Snell’s law equation has no trigonometric expressions, and it is in a 
simplified form, although Equation 3.5 needs to be rewritten in the quadratic form to 
make its form suitable for the optimization method. Thus Equations 3.1 and 3.2 are 
required due to reductions. 

The advantage of using this method is the possibility to avoid solving nonlinear 
Snell’s law equations [226] or to create virtual elements for limited inspection cases 
relatively quickly [100], [123], [128], [163], [178], [227], yet with coordinate 
transformation as the initial step. Although the speed of the proposed method depends 
on the initial segment size for complex curved objects, most time will be lost in point 
recalculations for small segments [118]. 

As it follows from our analysis, direct Snell’s law model can be used in the 
emission mode for an increase of the focusing energy, as, for the receiver, it can be 
viewed as a SAFT procedure where time delays are controlled. Still, the SAFT style 
digital lensing method has an advantage as it concentrates its energy on ROI. 

In general, the SAFT solution is sufficient for reconstruction so that the acoustic 
path is modeled by using homogenous media – for example, by using the shortest path 
methodology. A similar equation can be derived if the object’s surface boundary is a 
line. However, for an irregular shape, where there is no obvious shortest path between 
the transducer and ROI (Figs. 1.6, 2.3), an alternative model needs to be created. One 
solution is to calculate only the ‘strongest’ reflection and to ignore other acoustic 
reflection in the multi-path environment. Another problem is that multi-path 
reflections in statistic model-based methods cannot map one-to-one coordinates, 
which creates an ill-possessed problem (or, mathematically: there are multiple correct 
results, but it is hard to make a physical interpretation of them). Many methods need 
improvements in order to work for curved objects, although the relatively low 
curvature object problem has solutions [45], [46], [54], and the proposed method 
extends the solution to non-regular curved objects (for example, to organic curves). 

In the practical implementation of the method, computer resource limitations 
need to be taken into account. As a consequence, the alpha-shape direct solution 
cannot be used, thus the solution needs to be additionally approximated while taking 
into account the processing power. As we can note, GPGPU [73], [210], [216], [228]–
[230] computing can be seen as the natural fit for the algorithmic solution.  
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Figure 3.4 Various isolines of wave evolution from phased array transducer 

The knowledge of the acoustic propagation model is the critical part. The 
proposed model is based on Huygens plane wave approximation by using the α-shape 
(convex hull generalization [231]–[233]), as, from Fig 3.4, we can note that the wave 
evolution follows the path which can be approximated with the α-shape. It offers an 
advantage of having an elegant solution of the acoustic path with an additional 
advantage when an irregular wave front creates splits due to peaks and valleys. Yet, 
due to resource requirements for computing the α-shape, it can be relatively quickly 
solved by using the table approach. 

As focusing can be done by using Snell’s law, it will provide an image limited 
by the ray nature of Snell’s law. This way, it ignores the wave spread effects, as, for 
other methods, they usually focus only in one environment or, when using limited 
aperture settings, such as ATFM [163], [176], [234], or else when using the virtual 
source method [54], [235]–[237] and assuming that the sample boundary is a 
transducer. 

 
The α-shape [231]–[233], [238]–[242] can be described in the following steps, 

as suggested by Edelsbrunner et al. [232]: 
1) Construct the Delaunay triangulation [242]–[244] of the point set; 
2) Determine α-extreme point sets; 
3) Determine α-neighbors of points (Delaunay triangulation provides the 

necessary information); 
4) Output the α-shape. 
Although the algorithm to create the alpha shape is given in simple steps, in 

practical terms, it is far from being a trivial task for huge point sets, and it takes time 
to process. This is one of the disadvantages of the proposed algorithm. 

The backward model works in the same manner, but it is executed from all the 
ROI points until all the aperture points are met. 
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The final step of the method is to sum up the calculated timing results. The 
formula can be viewed as a conventional TFM method but with a completely different 
acoustic path model. 

When using the GPU solution, the forward propagation modeling approach can 
be performed by taking the following steps: 

a) Creation of the wave evolution model – it is a table in which every point has 
a wave propagation time. 

b) Impact time calculation t0 – calculation of the physical time up to the impact 
in the coupling medium (water) – for a single transducer model, it can be 
viewed as the shortest distance between the sample and the transducer’s 
surface 

c) The computation of the acoustic wave propagation time while taking into 
account t0 (graphically, it is a solution of isolines demonstrated in Fig 3.3) 
is as the effective approach is to use precalculated wave evolution tables (a 
table with wave propagation times). 

The CUDA algorithmic solution is a two-step process. The calculation of the 
wave propagation time from the object boundary points (algorithm A2 in Appendix) 
is a straightforward process as long as there is the vector of the initial information 
(point x,y coordinates and wave propagation beginning), as we can refer in Figure 3.3.  
With the information regarding approximated acoustic propagation in the sample, the 
focusing process can be executed by using a method similar to TFM (the pseudocode 
is presented in Appendix A3). 

The solution can be described as the calculation of the shortest acoustic path 
from the emitter to ROI (by using the wave evolution approximation) and back to the 
receiver. The main complexity of Algorithm 3.2 comes from the limitation of the 
GPGPU processor,  as there is a huge number of ROI points (as an example, a 
2000x2000 pixel table size with 128 emission apertures has 512 million forward 
acoustic solutions). 

The main disadvantage of this approach is that the method is iterative and that 
using small boundary segment sizes (points) can still take a long time. The initial step 
of the procedure is to spherically calculate the acoustic path to all the chosen points, 
or, in other words, to the emission offsets which were saved in set P (Equation 2.19).  

The proposed method focuses on a procedure which, from the first look, is a 
modification of the classical TFM while taking into account the GPU limitations 
[209], [212], [213], [216]. Although TFM is a basic focusing technique which uses 
only an assumption of the correct acoustic path, but, on the positive side, it only 
undergoes minimal influence by the noise and other factors, although it still suffers 
from a lower quality than the statistics-based method. On the other hand, naturally, 
MV beamformer can be used, which can increase the quality of the point size 
reflection with additional computing resources. 
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3.2 Conclusions of Chapter Three 

1. For applying energy to ROI, a fast method is proposed. Although the fast 
Snell’s law solution can be used as a SAFT focusing method, it does not 
solve directly the reconstruction problem, thus an alternative approach is 
required. 

2. The alternative approach to reconstruction is developed by using the 
spherical wave evolution approach, and it is an approximation with the alpha 
shape, but, due to the high demand for computing resources, it is necessary 
to recalculate as much information as possible. 

3. The proposed algorithms for GPGPU are created, as, for the final focusing 
step, the method can be viewed as a modified TFM or as another form of 
ATFM where only the ultrasonic information is used. One of the algorithm’s 
limitation is the necessity to possess the knowledge of the approximate size 
of the object. 
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4 NUMERICAL RESULTS 

The purpose of this chapter is to demonstrate the mathematical approximation 
of the proposed method by using FEA analysis and to create inspection simulation for 
experiments in a controled environment where all the parameters are entirely known. 

The analysis is divided into two parts: 
 FEA analysis [91] (due to the limitation, it is performed with a single 

emission element) – its primary purpose is to demonstrate the first step 
of the proposed method acoustic wavefront approximation. 

 Use of the pencil method (CIVA [83] software) – the numerical 
experiment is conducted in a controled environment for reconstruction 
demonstration. 

4.1 FEA numerical results 

There are multiple problem-solving software packages available, such as Ansys 
[245], which is the composite solution for multiple physics problems, or Abaqus. The 
GRINS Multiphysics Finite Element Package [246], [247] focuses on finite elements, 
and preparation must be done in the programming language. Even though it is a full 
software package and, in theory, ready to use, there is still much to be done when 
preparing a model. 

For numerical simulations and resource limits, only single element emission is 
chosen. It is first, because of the size problem, which, for short waves, uses vast 
numbers of finite elements, it will take about a week for a single element to be 
processed even with powerful resources. Second, because of the specifics of the 
problem and other available modeling methods, there is no point in doing complex 
FEA analysis. The results can be used to crosscheck theoretical models with wave 
propagation.  

 

 
Figure 4.1 Numerical experiment sketch. The black line is an imaginary 

transducer which creates a pressure wave on the neighboring elements 
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Table 4.1 FEM experiment parameters 

Parameter Value Comment 

   

Modeling 
software 

Ansys 19.1 MPI distributed solver using default libraries 

Element size 0.05 mm for water 

0.1 mm for material 

 

Timestep 1 ns  

Water element FLUID29 Ansys 2-D acoustic element,  

Solid element PLANE183 Ansys 2-D structural element with quadratic 
displacement behavior 

Water density 1000 kg/m3  

Sound speed in 
water 

1499 m/s  

Water element 
boundary 
admittance (MU) 

0.2  

Material density 1190 kg/m3 Plexiglas (sound speed of shear waves is 1463 
m/s; sound of speed of longitudinal waves is 
2730 m/s ) 

Material elastic 
modulus 

3.1 GPa  

Poisson’s ratio 0.37  

 

Table 4.1 shows the conditions of the numerical experiment, whereas Figure 4.1 
shows the experiment sketch. The sample for model is chosen with the idea of having 
the highest complexity surface for wave propagation (such as convex and concave 
surface segments). Due to resource limits, only one emission is done, and the main 
purpose of the FEA model is to show the ability of the proposed methodology to 
approximate the wavefront. 

 
Table 4.2 FE numerical results 

Time step 

(part in the sub figure) 
Explanation 

t0 (Fig. 4.2a) 
Snapshot of the acoustic front before the impact with the 
object’s surface 
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t1 (Fig. 4.2b) 
Snapshot of the wave propagation in the sample before the 
reflection from SDH 

t2 (Fig. 4.2c) 
Snapshot of the wave propagation in the sample after the 
reflection from SDH  

Table 4.2 shows the chosen time steps for the demonstration of approximation; 
the positions for demonstration are chosen by following this logic: first, the snapshot 
is the image of the wavefront (t0) before the impact with the surface, second, a 
snapshot is taken after the impact with the surface before the reflection from SDH 
(t1), and, lastly, the wavefront is registered after the reflection from SDH and after 
passing back to water (t2). It is enough for a quick inspection if the method creates 
interpretable wavefront approximation patterns. 

t in Figure 4.2 represents three-time snapshots of finite element method 
simulations: 

 
(a) 

 
(b) 

 
(c)  

Figure 4.2 Numerical model of the acoustic path propagation (single element emission). The dark spot 
in the middle is pulse emission; (b) wave evolution before impact against the object; (c) wave evolution 

after some time has passed, with visibly reflected parabolas from holes  

The wavefront is even less intuitive when the surface is curved (Fig. 4.2). The 
most obvious problem is dispersion which cannot be calculated by using a 
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straightforward method. As we note, the α-shape is a good candidate method for 
approximation because of the wavefront structure, and, on the other hand, in order to 
use this method practically, additional approximation needs to be made as it is shown 
in Chapter 3. 

4.2 Pencil method for phased array inspection methodology 

This section discusses the methodology of using the pencil method for fast 
inspection modeling. For modeling, the CIVA software inspection package is used 
[101], [104]. The mathematical process is derived with the idea of approximating the 
plane wave propagation, and it works by calculating the amplitude for distance r. 
When a non-trivial structure is involved, it is still possible to obtain a divergence 
factor DF, which is based on the given evolution of amplitude. The value of DF can 
be obtained by calculating the cross-section of the so-called pencil dS by �Ω solid 
angle, and it has the following relationship: 

��� =
�Ω

dS
  

(4.1) 

where ��� is the divergence factor for the pencil, dS is the cross-section of the pencil, 
and �Ω is the amplitude function of the chosen angle. 

For the description of the pencil evolution, we can denote the pencil vector: ψ 
(dx, dy, dsx, dsy) and one additional vector which represents paraxial rays. There, we 
can link the ψ vector with its evolution ψ’ (dx’, dy’, ds’x , ds’y) with the following 
relationship: 

�� = � ∗  � (4.2) 

where L is the propagation matrix which will be described later. The equation above 
shows the pencil evolution relationship. The L matrix has the following form: 

� = �
� �
� �

� (4.3) 

where A, B, C, D is a 2x2 submatrix. 

4.3 Semi-analytical method results and verification 

In this section, numerical verification of the proposed method shall be 
demonstrated. The analytical results of using the CIVA software package for 
inspection simulation are shown. The FEM results were not obtained because of the 
limitation of resources. 

The specimens were designed to be similar to real-world shapes. While taking 
into account the CIVA software limitation, the three main shapes are used (at the time 
of writing, CIVA software was not supported with b-spline curves at 2D space). The 
main purpose of the shapes is to involve reconstruction corner cases. What concerns 
SDH, the defects are chosen randomly: 
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Figure 4.3 CAD sketches for the semi-analytical model. All the sizes are in mm 

For the numerical experiment, three distinct surface types are chosen (Figure 
4.3), namely, convex, flat, and concave surfaces with known positions of SDH holes 
with a diameter of 2 mm. The numerical experimental setup is shown in Figure 4.4. 

 

 
Figure 4.4 CIVA experimental window. The settings for other samples are the same, only the model 

is changed 

 

First, for the numerical calculation, we performed a PWI B-scan with 2.25 MHz, 
5.0 MHz and 10 MHz center frequency pulses while using a 40 MHz sampling rate. 
The plane wave was mainly used for testing the surface reconstruction method. Then, 
FMC was performed for the inspection data. The angle between the transducer and 
the object is kept at 1 degree in order to simulate imperfect conditions which are faced 
in the real environment.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure 4.5 Non-filtered numerical results of B-scan when using PWI: (a) is 2.25 MHz central frequency 
flat object, (b) is 5 MHz flat object, (c) is 10 MHz flat object, (d) is 2.25 MHz convex object, (e) is 5 
MHz convex object, (f) is 10 MHz convex object, (g) is 2.25 MHz concave object, (h) is 5 MHz 
concave object, and (i) is 10 MHz concave object 

The numerical results shown in Figure 4.4 were created by using PWI (we note 
that the computer model used a 128-element transducer with a 0.67 mm pitch, which 
resulted in more noise in the high-frequency images), the collection interval was set 
at 60μS; we used 1483 m/s sound speed in water and 2730 m/s sound speed in the 
material. As the sample is made from Plexiglas, we note from the figure that there is 
a relatively high level of the numerical noise. The transducer for the experiment used 
0.67 pitch and began with the 5 MHz center frequency, while only the pulse center 
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frequency changed. The acoustic energy is measured with the emission pulse 
reference signal. 

By using the sample object in this experiment, we can note the following points: 
Figure 4.4(a)–(c) shows the surface curvature for a relatively simple case where it is 
easy to distinguish reflections from defects, and the parabolas are easy to discern. For 
Figure 4.4(d)–(f) with a convex surface, object reflections are not obvious, and defect 
parabolas are coupled with the surface shape. Although a concave surface object is 
shown in Figure 4.4(g)–(i), we can still note that the reflections from the surface can 
intersect with the reflections from defects. Therefore, it will be difficult to reconstruct 
the surface by using any ray-raced methods. On the other hand, we can clearly see the 
effect of the central frequency on the reflection correlation with the environment. The 
effect should be treated in the numerical experiment carefully because the visible 
noise is part of the results of numerical instability. Yet, the higher is the frequency the 
more expressed is the reflection from the non-regular components, such as the surface 
and SDH. 

By using the already known information about the position and having a digital 
B-scan by using PWI, we can calculate the accuracy of the flat surface position 
reconstruction by using the fast method (see Subchapter 2.2): 
Table 4.3 Accuracy table when using the flat surface reconstruction method (the method which is 
proposed in Chapter 2) 

Sample with a flat surface and rotated at 1/3/5 degrees 

Frequency Calculated angle, degrees Absolute error, degrees 

2.25 MHz 0.919/2.884/4.851 0.08 (8%)/0.116 (4%)/0.149 (3%) 

5 MHz* 0.919/2.885/4.861 0.08 (8%)/0.115 (4%)/0.148 (3%) 

10 MHz* 0.919/2.886/4.862 0.08 (8%)/0.114 (4%)/0.147 (3%) 

As we see from the table obtained by using digital analysis, it is possible to 
achieve very high accuracy with a relatively negligible effect of the center frequency 
(as the main reason for this is that the algorithm works by calculating the peak signals). 

Although the method can generate results quickly, even without the lateral 
position, which can be ignored when using large components, it only works with flat 
surfaces. For other types of surfaces, the reconstruction needs to be performed by 
using a more conservative methodology: 
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(a) 

 
(b) 
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(c) 

Figure 4.6 Reconstructed surface from numerical results when using 2.25, 5, and 10 MHz centre 
frequency. (a) – flat object , (b) – half-circular convex object, (c) – concave object 

Figure 4.5 shows visible reconstruction errors. When using the data of a 
numerical experiment, there are no substantial changes between different frequencies. 
For numerical measurement, the reconstruction accuracy with the CAD model has to 
be checked. Because of the numerical experiment environment and the fixed sample 
rate (40 MHz), as it is expected, the surface reconstruction can be done with virtually 
minimal errors, although, in the real experiments, the reconstruction error is much 
more prominently expressed. 

 
The numerical error of surface reconstruction is presented in Table 4.4, and the 

method for the reconstructed data with the CAD model was aligned by using the least 
square method (see Eq 5.1 for the principal equation), thus the position in Figures 4.4–
4.6 is based on the CAD model coordinate system: 
Table 4.4 Numerical simulation surface reconstruction accuracy table 

Sample 
Error, average (Maximum absolute) mm 

2.25 MHz 5.0 MHz 10.0 MHz 

Flat 0.3 (0.5) 0.3 (0.5) 0.3 (0.5) 

Convex 0.81 (2.45) 0.81 (2.45) 0.81 (2.45) 

Concave 0.81 (2.45) 0.81 (2.45) 0.81 (2.45) 

From Figure 4.6, we see that there is no correlation with the wavelength size, 
especially in the curved areas (although in real experiments the correlation is visible). 
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Yet, in numerical experiments, for the surface reflection, the error due to the absence 
of noise is not visible. This is mainly because reflected energy with lower 
frequencieshave less algorithmic noise.. 

The experiments were done by using the golden standard total focusing method 
(TFM) with the sound speed as the reference; then, we performed the fast iterative 
SAUL algorithm (it should be noted that CIVA implementation uses idealized surface 
information) and implemented the proposed method. 

 

As for numerical accuracy, we can calculate this by using the manual ‘stencil’ 
mode. The next step in our verification is to execute the proposed algorithm before 
comparing the final result with the known model. In Figures 4.7–4.9, the visual 
representation of results is shown: 

 
(a) 

 
(b) 

 
(c) 

Figure 4.7 Comparison of results of a figure with a flat surface: (a) – classical TFM, (b) – the proposed 
method (when using 16, 48, 64, 112 emission results) and showing raw results, (c) – SAUL 
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In the unprocessed results, there is a symmetric pattern due to the negative axis 
(Fig. 4.7b). For the reconstruction, we used 4 emission elements, and, due to this fact, 
the ‘reconstructed’ surface has holes. Additionally, it can be noted that with the 
absence of real damping, the quality of the reconstruction suffers from sidelobes.  

 

 
(a)  

 (b) 

 
(c) 

Figure 4.8 Comparison of results of a figure with a flat surface: (a) – classical TFM, (b) – proposed 
method (when using 16, 24, 48, 80 emission results) and showing raw results, (c) – SAUL 

For the case of a convex object, the numerical experiment was influenced by the 
wave propagation interaction due to the transducer’s angle. We obtained the level 
where the bottom defect (Fig. 4.8b) can be noted as visible, but still has poor 
resolution, additionally, for the sake of clarity, Fig. 4.8b results are a composite image 
with TFM surface reconstruction. 
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(a)  

(b) 

 
(c) 

Figure 4.9 Comparison of results of a figure with a flat surface: (a) – classical TFM, (b) – proposed 
method (when using 16, 48, 64, 112 emission results) and showing raw results, (c) – SAUL (CIVA 

implementation diverged) 

From Figures 4.7 and 4.9, we see that there is an error associated with the 
algorithmic processing and noise, known as the speckle noise. As this is a 
reconstruction, additional speckle noise removal does not need to be processed. 
Additionally, with an irregular surface, approximation errors (or speckle noise) are 
visible too, with coupled surface reconstruction irregularities as shown in Fig. 4.9. 
have visible results in final image and without additional guidance is hard to interpret. 

 

The numerical values of the positions are presented in the following table: 
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Table 4.5 Positions of the reconstructed defect (only taking the best results) 

 Defect (SDH) position error from the CAD 
model, (Δx, Δy) mm 

Object SDH1 SDH2 SDH3 

3.8a (0.1,0.2) (-0.1,0.2) (0.1,0.3) 

3.8b (0.2,0.3) (-0.2,0.3) (0.4,0.5) 

3.8c (0.4,0.6) (-0.3,0.5) (0.6,0.7) 

From the Table, we can note that the digital noise wave exerts a huge influence 
on the methodology as the speckle noise has a negative impact. On the other hand, the 
reconstruction demonstrates the method’s feasibility for the detection of the position. 

 

4.4 Conclusions from Chapter Four 

1. Modeling using FEA can approximate the most accurate physical 
behavior, but it uses a lot of computing power, whereas, when using the 
CIVA software, a full FMC can be modeled using by less resources. 
Although FEA does capture all the phenomena which can be displayed 
for further analysis, CIVA or raytraced modeling create final modeling 
results which are similar to using the real hardware for inspection, 
although the numerical noise is still visible. 

2. The performed FEA numerical results demonstrated the complexity of 
the wavefront in the case of a sample with complex geometry. 

3. The performed CIVA numerical simulations demonstrated the 
algorithm’s performance in the idealized environment without complex 
damping phenomena which have an influence on the results, although, 
with the performed algorithm, it is still possible to detect the fact of the 
presence of defects. 

4. The proposed method with the chosen shapes provided the accuracy in 
the range of 2mm in controlled envirioment, although accuracy is 
calculated on the grounds of an assumption that as long as there is 
acoustic energy and it touches any region of SDH, it is assumed to be a 
good match. 
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5 PRACTICAL APPLICATIONS 

What concerns the practical application of the proposed methodology, it is the 
inspection of various objects when the only known information is the speed of sound 
in water and the speed of sound in the material. Further practical experiments are 
divided into two parts: first, surface reconstruction, and then, full inspection after the 
surface reconstruction step has been completed. 

5.1 Samples with the known CAD model  

The practical application verification is done on samples with known CAD 
models and defects, as shown in Figure 5.1. The samples were made in order to depict 
the extreme cases of real objects. Flat surfaces were used to perform relatively 
straightforward verification of the proposed methodology possible. The samples are 
made from Plexiglas (Cplexigas=2.830 m/s). The defects are two mm-diameter side-
drilled holes with known coordinates. The coordinates are fixed from the left bottom 
corner point of view (Fig. 5.1): 

 
(a) 

  
(b) 

 
(c) 

Figure 5.1 CAD models of experimental samples  
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As the samples are real objects, they are 35mm thick along the Z-axis. As for the 
position of the defects, it is given in Table 5.1 below (the coordinates of the defects 
begin at the bottom left corner): 

Table 5.1 Sample SDH positions  

 Defect (SDH) center position, (x, y) mm 

 SDH1 SDH2 SDH3 SDH4 SDH5 SDH6 

Position (5,5) (15,10) (25,15) (35,20) (45,25) (55,17) 

 

In the course of our real-world experiments, it is better to express the SDH 
positions in relative terms. There are two advantages of this expression: one is that the 
sample position does not need to be calibrated with respect to the transducer, and the 
other is that the positions are pre-calculated for relative mathematical stencil-
matching and can be used for numerical error expressions. 

Table 5.2 SDH with the relative position. For convenience, the highest SDH is taken as 0,0 

 Defect (SDH) position, (x, y) mm 

 SDH1 SDH2 SDH3 SDH4 SDH5 SDH6 

Position (-40, -20) (-30, -15) (-20, -10) (-10, -5) (0,0) (10, -7) 

The relative positions table is calculated with the ‘highest’ point as the reference 
start. In the mathematical sense, there is no difference whichever point is chosen, but, 
from the experimental point of view, it can be noted that, due to losses, SDH5 will 
have the highest energy reflection. 

5.2 Equipment for practical application 

The equipment used for practical application was Dasel Sitau. The parameters used 
during experiments are given in Table 5.3: 

Table 5.3 Experimental parameters 

Component Value (comment) 

Phased array equipment DASEL SITAU 128:128:1 

Sampling rate 40 MHz 

Probe center frequency 2.25 MHz 

Probe pitch 0.75mm 

Probe aperture 128 elements 

Pulse 220ns length 100v amplitude spike 

Reception delay 1600 samples (40 μS) 

ADC 13 bit signed 
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Storage 4096 samples 128 channels 

Pre-process1 Signal detrend 

Filtering Low-pass 10Mhz transition frequency 

First element movement 
positions 

0, 62mm, 107.1mm  

GPU for processing NVIDIA 1080 

CPU Amd Ryzen 2700x with 2999 Mhz DDR4 RAM 

 
 
As for the numerical calculation, the data grid is 2000x2000 points size using a 

0.05 mm horizontal and vertical pixel size. The time taken for inspection using 
NVIDIA GTX 1080 is stable, although it depends on the data due to internal 
processing, in Table 5.4, it can be divided in the process of inspection into two steps 
with their own times: 
Table 5.4 Inspection time 

Calculation component Time, s Comment 

Environment focusing 
(TFM) 

~8s Depends on the area and 
sample data 

Object inspection ~4.5s Depends on the sample 
data, GPU boost speed  

It should be notes that object inspection is for one emitter, as, for using 128 
elements aperture, the total processing time is 10min (8s + 128 aperture*4.5s, 
although the part of the object’s inspection can be parallelized with multiple GPUs). 

The experimental setup (Fig. 5.2), apart from the UT equipment, involved a 
container for water and a synchronized control system for the Dasel equipment. 
 

 
(a) (b) 

Figure 5.2 Experimental setup (a) – Side view; (b) – Top view with an immersed sample 
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Physically, the most critical part is the computer-controlled scanner of the 

transducer. If the scanner is not sturdy enough, then the results between multiple 
sessions can be distorted. The principal sketch is presented in Fig. 5.3. 

Figure 5.3 shows a sketch of the experiment where the object is in water, and 
the scanner moves in one direction only. The distance between the transducer and the 
object is about 35mm or more, and the main profile of the object is aligned with the 
transducer having the minimal possible rotation. 

One problem in practice is the oversaturation of results, or, in other words, when 
the pressure of the wave is out of scale. This can be picked up by the equipment.  

 
Figure 5.4 Example of ideally reflected and oversaturated pulse. The units are normalized (1V – 

maximum transducer pressure) 

In practical terms, ADC has a limited resolution and voltage [248]. For the 
experiments, Dasel Sitau 128:128 equipment with 12-bit resolution (4,096 distinct 
values) and 40 MHz sampling rate was used (Table 5.3). Another problem which 
directly affects the results is the gain parameter that can be set automatically (for 
example, an incorrect gain setting will result in the saturation of the results – we 
highlight the dashed line in Figure 5.4). 

Figure 5.3 Sketch of the experimental setup, for example, a wavy object is shown 
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The most trivial solution to avoiding over-saturation is to reduce the gain or to 
use a weaker pulse signal. However, the sample and the environment do not change 
rapidly, and the gain can be manually adjusted by the operator or computed 
algorithmically by using multiple shots – for example, by using a high pulse on the 
sample, as shown in Figure 5.5. 

 
Figure 5.5 Real A-scan of the experimental sample. The first peak is a reflection from the surface, 
while the second peak is from the back wall of the sample. Other reflections (peaks) are reflections 

from multiple paths. The signal is for demonstration purposes only 

Figure 5.4 visually shows the gain problem, and the first peak is saturated (the 
maximum voltage value). If only the signal envelope is necessary, the saturated gain 
can be ignored, but if direct signal processing is involved, oversaturated values simply 
introduce wrong signal positions. On the other hand, if the gain is lowered, the 
reflections from the defects (the peaks between the first peak and the second peak) are 
barely visible, as shown below.  

The gain problem is more visible when the figure is complex, and only a certain 
fraction is reflected. One of the solutions would be to scan the item with multiple gain 
settings – for example, by using low gain settings for the surface reconstruction and 
high gain settings for inspecting the object, or else to use automatic gain correction 

Figure 5.6 Same pulse as the previous figure, but 
with a weak visible reflection 
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methods [249], [250]. However, this setup adds complexity and jitter to the 
measurement system. 

5.3 Experimental results 

The surface reconstruction experiment shows the feasibility of the surface 
reconstruction algorithm when using only an ultrasonic transducer. The experiment 
was conducted by using three different shapes as shown in Figure 5.1, and the 
experiment was conducted by using the following procedure: 

1) A prepared container with water and the calculated speed of sound in water. 
2) The sample is put in a container, and it is scanned in the following way: 

a. By using PWI (operator-adjusted hardware gain in order not to 
oversaturate the reflection). 

b. By using FMC for the surface (adjusted hardware gain). 
c. By using FMC for object defects (adjusted hardware gain by SDH3 

reflection. 
3) Collected data is filtered and detrended. 
4) The surface calculation methods are performed (case of Fig. 5.1d is 

displayed). 
5) The object defectoscopy algorithm is performed. 
 
As for results, the DAS, TFM and MDAS method for surface inspection is 

demonstrated in Fig 5.7: 
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(a) DAS 1° step 

 
(b) –MDAS 1° step 

 

(c) – DAS 5° step 

 

(d) – MDAS 5° step 
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(e) – DAS single shot 

 

(f) MDAS single shot 

 
(g) TFM 128 elements aperture 

Figure 5.7 Focused B-scan data used in image reconstruction, a,d,f – DAS algorithm, b,e,g – 
MDAS (note the linear color scale) and c – TFM. The data is shown without a filter 

A complex surface for reconstruction was chosen as an object with a surface 
which can be b-spline approximated (Figure 5.1c). 

Figure 5.2 shows the experimental setup for complex reconstruction, and, in this 
application, we care only about the object’s surface. 
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The algorithms used for the reconstruction are described in Chapter 2 in the first 
part of the method description. As for the complete experiment, the three main 
methods were used: DAS, MDAS and TFM.  

After preparing the pixels for curve reconstruction, a point was chosen by finding 
the highest energy peak on each lateral position step. For this experiment, the selected 
b-spline grid size involved 0.1λ, 0.25λ, 0.5λ, 2λ (along the X-axis). Visually, the 
interpolation with various wavelengths has little dependence (Fig 5.8), although, it 
should still be noted for very small grid sizes that the ringing effect can create false 
representation data, as it is visible in the following figure: 

 

 

 
Figure 5.8 Surface reconstruction using TFM. We note the over-fitting with a small grid size 

When using the delay and sum reconstruction method (Fig 5.9), visually, the best 
results were obtained by using the reconstruction grid with 0.25λ grid size; due to the 
nature of the plane wave, the reconstruction quality visually looks much worse, but, 
as we can note, numerically, later, the error is not prominently higher: 



84 

 
Figure 5.9 Surface reconstruction using DAS imaging with 0.25-wavelength interpolation grid size 

The average error for TFM was approximately 0.5 mm, with one more 
significant error for a sharp peak. For DAS, the reconstruction error was more 
significant while taking into account the fact that there was no compensation for the 
transducer.  

The reconstruction accuracy can be evaluated by using an optimization 
technique, such as the Broyden–Fletcher–Goldfarb–Shannon algorithm [251], or by 
using the least-squares optimization method in any linear algebra packages, such as 
the python scipy package scipy.optimize.minimize method [222]. This method is 
applicable as long as it can solve the following mathematical problem: 

� = min
�,�,�

��(�� − ��)�

+ (�� − ��)�� , �ℎ��� ��,� �� ������� �� � ��� ���������� �� (�, �) 
(5.1) 

where � is the estimated error, R is the reconstructed spline point, and C is the CAD 
model point. It should be noted that, when using translation, not all the discrete points 
can cover C and R sets, thus necessary the set limit is necessary (in this work, the error 
numeric value is taken into account when at least 95% points of C and R sets can 
cover). 

In numerical terms, we calculated the absolute maximum error and the mean 
error of reconstruction by using the best horizontal grid-step. The single-shot results 
were omitted because they did not provide any meaningful information. Detailed error 
estimation is shown in Table 5.5. 
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Table 5.5 Error estimation table. 

Method Maximum absolute error of �� Average error 

TFM 0.60 mm 0.24 mm 

DAS (1-degree step) 0.54 mm 0.18 mm 

DAS (5-degree step) 0.65 mm 0.22 mm 

From Table 5.5, it is evident that TFM did not yield the best results. The primary 
source of the error was the lack of reflected energy coupled with the transducer’s 
delays. As for the experiment, even when doing iterative sound speed correction and 
taking into account the environment inhomogeneity it would take additional time and 
new assumptions about sample. Aditionally, a priori knowledge of the speed of sound 
would reduce the error, but, here, the worst case scenario was investigated by 
assuming that the accurate speed of sound is not known and cannot be measured. 

This chapter shall demonstrate that, when using an object of a complex shape 
with ~0.6 mm wavelength center frequency and a 128-element transducer, it is 
possible to reconstruct the surface with a 0.18–0.24 mm average error, which  is about 
half of the wavelength. 

5.4 Experiment of the inspection of defects  

In this section, the final results of the proposed methodology shall be presented. 
The previously presented samples (Fig. 5.1) were used. Before studying the results, 
we can expect a slightly worse position information because of the environmental 
impact. 

The accuracy of the results was evaluated by matching the computer models of 
the defects with the reconstructed image. For our reconstruction, 3 shots with an 
aperture of 128 elements are used, except in the ‘wavy’ case, because of the 
cumulative error it is still necessary to perform an additional step of error correction. 
In the second step, the known information with the reconstructed information was 
overlaid. 
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(a) 

 
(b) 

(c) (d) 
Figure 5.10 Object from fig 5.1a: (a) – TFM using c1 sound speed (b) –TFM using c2 speed of sound, 

(c) – the proposed methodology (d) – the proposed methodology with overlay; the object (position 
coordinates are calculated * – assuming that the environment is homogenous with C2 speed of sound, 

†p – assuming that the environment has C1 speed of sound) 

When using the regular shape for the proposed method, the reconstruction image 
has good lateral resolution. The matched CAD template of the object (Fig. 5.1a) has 
a good match (the circle in Fig. 5.10c and 5.10d has a processing artifact – the 
reconstructed circle due to the corner point position error).  

As for the convex shape (Fig. 5.11), the reconstruction has more noise and 
increased errors:  
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(a) 

 
(b) 

(c) (d) 
Figure 5.11 Object from Fig. 5.1b: (a) – TFM using c1 sound speed (b) –TFM using c2 speed of sound, 
(c) – the proposed methodology, (d) – the proposed methodology with overlay (position coordinates are 

calculated * – assuming that the environment  is homogenous with C2 speed of sound, † – assuming 
that the environment has C1 speed of sound)  

With the curved surface method reconstruction of defects, although without the 
model CAD template, it is still more complicated to interpret the data due to the 
speckle noise.  

As for the worst case scenario, the results can hardly be interpreted (due to the 
surface error and imperfectly accurate speed of sound), but the interpretation is still 
possible (see Fig. 5.12):  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.12 Object from Fig. 5.1b: (a) – TFM using c1 speed of sound; (b) – TFM using c2 speed of 
sound; (c) – the proposed methodology; (d) – the proposed methodology with overlay. We note that 
this figure involves huge number of artefacts (c) and (d) (position coordinates are calculated; * – 
assuming that the environment is homogenous with C2 speed of sound, † – assuming that the 
environment has C1 speed of sound) 

From Figure 5.12c, it can be noted that the outline of the sample should be 
known, the focus data outside the sample can be treated as the speckle noise 
(algorithmic artifacts) and the reflections from the sample volume; the shear waves 
are not accounted for in this experiment. As for the error calculation, the accuracy is 
calculated by touching any parts of SDH in the model (as long as there is a signal in 
the defect area, it is assumed as the perfect match) and aligning them with the 
reconstructed signals.  
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 The reconstruction error is increasing with the depth, which shows that the 
sound speed value was not accurate. The numerical errors are presented in Table 5.6: 

Table 5.6 Reconstructed positions of defects 

 Defect (SDH) position error from the CAD model, (Δx, Δy) mm 

Object SDH1 SDH2 SDH3 SDH4 SDH5 SDH6 

5.1a (5.10) (-39.53, 20.80) (-29.64, -15.63) (-19.61, -10.42) (-9.76, -5.21) (0,0) (9.85, -8.25) 

5.1b (5.11) (-37.30,-19.63) (-27.65,-14.95) (-19.34,-10.16) (-10.41,-5.21) (0,0) (8.33,-7.17) 

5.1c (5.12) ~ ~ ~ ~ (0,0) ~ 

From Table 5.6, we see that the average margin of error is approximately 1 mm 
when using the proposed methodology (the error calculation methodology is the 
minimization mean square error using the CAD template). The same lateral resolution 
errors which cannot be removed without complicated shading are also seen, but, 
otherwise, the results provide accurate defect positions on irregular objects. As for the 
drawback, using imperfectly reconstructed data as in Fig. 5.1c object, the fact of the 
defect can be noted, but, due to low-level lateral resolution information, there is no 
definitive information on the position. 

5.5 Practical application of the proposed methodology  

The proposed methodology can be applied to various fields, where it is necessary 
to perform ultrasonic NDT inspection. One of the fields is the aircraft industry [2], the 
oil industry – oil rigs, heavy machinery industry, or other fields where the knowledge 
of defects is required.  

On the other hand, another method can be used for the inspection, but the 
proposed methodology works only by using the ultrasonic phased array transducer 
and requires only the knowledge of the approximate speed of sound. If there is no 
knowledge of the speed of sound, it is difficult to recover the real positions where the 
method loses its purpose. 

5.6 Conclusions from Chapter Five  

1. The experimental setup demonstrated that the worst case surface 
reconstruction is possible with 0.6 mm accuracy when the information on 
the speed of sound is not perfect, although it still has influence on 
defectoscopy. 

2. The proposed method demonstrated its feasibility and accuracy around 2 
mm when using a phased array ultrasonic transducer while not possessing 
the perfect information on the speed of sound. 

3. For the perfect reconstruction information, it is possible to register the 
presence of the defect and partial information on the position, which is 
not possible when using the total focusing method. 
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6 GENERAL CONCLUSIONS 

1. Analysis of methods for the inspection of objects with complex surface 
morphology and volume reconstruction demonstrated that there are no 
straightforward algorithms to achieve reconstruction. As for the reflected signal 
interpretation, each method has its advantages and weaknesses as the methods can 
be divided into two groups by their reflection approximation assumption. Mainly, 
the investigated methods assume point size reflection with uncorrelated 
responses, and, when using a medium where the algebraic acoustic path 
calculation is possible, the values are easily calculated. Therefore, it is necessary 
to investigate the acoustic propagation in objects with a complex surface where 
the reflections are usually correlated. 

2. After investigating the method for the surface morphology reconstruction, the 
developed method is based on TFM and uses FMC signal capturing. After TFM 
focusing, the data is interpreted by using a B-spline curve for low intensity 
reflection interpolation as, due to the complex nature of acoustic interactions, it is 
the least error-prone implementation, although if the surface can be approximated 
with the segment, an alternative approach can be proposed. 

3. A method for 2D volume reconstruction for an object with complex geometry 
with a computer model has been created. The investigation shows that the acoustic 
path model uses analytic solution of Snell’s law, although, for a more accurate 
model, Huygens principle needs to be used, particularly for the defects which are 
not perfectly aligned for Snell’s law rays. A more accurate model is the α-shape 
based on Huygens principle propagation model. Although the method is iterative, 
its accuracy depends on the wave evolution time steps, and another point is that 
the number of emission circular wave fronts is used, which increases the error 
with the distance, and a higher impact in error stems from the speed of sound. 

4. The numerical verification of the proposed method can be divided into two classes 
due to the limitation of computing resources. Initially, we used FEA analysis 
which provided the direct wavefront path in the numerical results, which 
demonstrated that the use of the proposed alpha shape algorithms is feasible. The 
second part of the numerical experiments with CIVA software yielded results that 
it is possible to achieve an accuracy level of 2mm. 

5. Experimentally, the verification for object inspection and its inner structure 
reconstruction has been performed by using Dasel Sitau equipment. Our 
experiment shows that, with the use of the proposed methodology, it is possible 
to reconstruct the position of a defect in objects with a complex surface with 2 
mm accuracy by using only the information on the speed of sound with relaxed 
lateral resolution requirements for extreme cases. 
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9 APPENDIX 

Algorithm A1 example of TFM implementation 

Assumtions: thread number is an active aperture, for example, 128 
elements (threadidx.x ∈ 0…127) 

pixel_pos – (x,y) – ROI position z – is a wave propagation time in sample 

glob_tr_pos – transducer element position (x,y) and z – t0 (time to 
first surface point) 

blockIdx.x – the result number/point, the request data is given by (x,y) 
point list 

DATA_PITCH – number of samples in one time trace 

1  __shared__ float suma[128]; 

2  __shared__ float2 trpos[128]; 

3  const int tid = threadIdx.x; 

4  suma[tid] = 0; 

5  trpos[tid] = glob_tr_pos[tid]; 

6  float2 fp = focus_points[blockIdx.x]; 

7  __syncthreads(); 

8   for a = 0..127 

9  int sample = (int)((norm(fp.x - trpos[tid].x,fp.y - trpos[tid].y) + 
norm(fp.x - trpos[a].x,fp.y - trpos[a].y))  * Cinv * SAMPLING_RATE_MHZ); 

10 if ( sample ∈  (0..DATA_PITCH) )   

11   suma[tid] += data[ (tid * DATA_PITCH + sample) + (128*DATA_PITCH)*a ]; 

12 end if 

13 end for 

 

14 for s = 64, s > 0, s>>= 1 

15   __synthreads(); 

16  if (tid < s) 

17    suma[tid] = suma[tid] = suma [tid + s]; 

18  end if 

19 end for 

20 if tid == 0 

21   atomicAdd(&result[blockIdx.x],suma[0]) 

22 end if 

 

Algorithm A2 Forward step1 CUDA pseudocode 

 

Assumptions: thread block size 1024 (threadIdx.x ∈ 0…1023) 

uint16_t* evolution_data // propagation model quadrant (1024x1024 size)  

uint3 * focus_emit_points // (x,y,z) – boundary points (x,y) , z – time 
offset 

uint32_t world // the world table in unitless coordinate system (4096x4096 
size) 
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 1 uint3 ep = focus_emit_points[blockIdx.x]; 

 2 uint16_t tmp; 

 3 for i = 0 < 1024  

 4  uint16_t ld = evolution_data[1024*i + threadIdx.x]; 

 5   __syncthreads();  

 6  int (x,y) = (ep.x + threadIdx.x, ep.y + i);  // right pixel bottom ROI 

 7   if  (x,y) ∈ world 

 8    tmp = ep.z + ld; 

 9    atomicMin(&world[y * 4096 + x],tmp); 

10  end if 

11 

12  int (x,y) = (ep.x + threadIdx.x, ep.y - i);  // right top ROI 

13  if  (x,y) ∈ world 

14    tmp = ep.z + ld; 

15    atomicMin(&world[y * 4096 + x],tmp); 

16  end if 

17 

18  int (x,y) = (ep.x - threadIdx.x, ep.y + i);  // left bottom ROI 

19  if  (x,y) ∈ world 

20    tmp = ep.z + ld; 

21    atomicMin(&world[y * 4096 + x],tmp); 

22  end if 

23  int (x,y) = (ep.x - threadIdx.x, ep.y - i); // left top ROI 

24  if  (x,y) ∈ world 

25    tmp = ep.z + ld; 

26    atomicMin(&world[y * 4096 + x],tmp); 

27 end if 

 

Algorithm A3. The focusing step of proposed method (similar to TFM) 

 

Assumtions: thread number is an active aperture for example 128 elements 
(threadidx.x ∈ 0…127) 

Boundary points are given by group of 128 (optimisation propose). 

pixel_pos – (x,y) – ROI position z – is a wave propagation time in sample 

glob_tr_pos – transducer element position (x,y) and z – t0 (time to 
first surface point) 

blockIdx.x – the result number/point, the request data is given by (x,y) 
point list 

DATA_PITCH – number of samples in one time trace 

 

1  const int tid = threadIdx.x; 

2  __shared__ float pixel_value[128]; 



 

109 

3  __shared__ float3 pixel_pos; 

4  __shared__ float2 bndr[128]; 

5 

6  float3 tr_pos = glob_tr_pos[threadIdx.x]; 

7 

8  pixel_value[threadIdx.x] = 0; 

 

9  if (threadIdx.x == 0) 

10   pixel_pos = focus_points[blockIdx.x]; 

11 end if 

12 __syncthreads(); 

13  if (pixel_pos.z >= ∞){ 

14   if (tid == 0){ 

15     result[blockIdx.x] = 0; 

16     return 

17     end if 

18 end if 

 

19 float tmin = ∞;int tmin_idx = ∞ 

20 for i = 0 < (boundary_points_len >> 7) 

21   bndr[tid] = boundary_points[128*i + tid]; 

22   __syncthreads(); 

23   for j = 0..127 

24     float a = sqrt( (pixel_pos.x - bndr[jval].x)2 + (pixel_pos.y –  
bndr[jval].y)2 ) * C2inv; 

25     float b = sqrt ( ((bndr[jval].x  - tr_pos.x)2 + (bndr[jval].y - 
tr_pos.y)2 ) * C1inv 

26     float t = a + b +  pixel_pos.z + t0; 

27     if (t < tmin) 

28       tmin = t; tmin_idx = 128*i + jval 

29     end if 

30   end for 

31 end for 

32 // processing remainder 

33 int mmax = boundary_points_len - ((boundary_points_len >> 7)*128); 

34 int mof = ((boundary_points_len >> 7)*128); 

35 if (tid < mmax) 

36   bndr[tid] = boundary_points[mof + tid]; 

37 end if 

38 __syncthreads(); 

39 for j = 0 < mmax 

40   float a = sqrt( (pixel_pos.x - bndr[jval].x)2 + (pixel_pos.y –  
bndr[jval].y)2 ) * C2inv; 

41   float b = sqrt ( ((bndr[jval].x  - tr_pos.x)2 + (bndr[jval].y - 
tr_pos.y)2 ) * C1inv 
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42   float t = a + b +  pixel_pos.z + t0; 

43     if (t < tmin) 

44       tmin = t; tmin_idx = 128*i + jval 

45     end if 

46 end for 

47 int sample = tmin*SAMPLING_RATE_MHZ; 

48 if ( sample ∈  (0..DATA_PITCH) ) 

49     pixel_value[tid] =  data[ (tid * DATA_PITCH + sample) + 
(128*DATA_PITCH)*emmiter ]; 

50 for s = 64, s > 0, s>>= 1 

51   __synthreads(); 

52  if (tid < s) 

53    suma[tid] = suma[tid] = suma [tid + s]; 

54  end if 

55 end for 

56 if tid == 0 

57   atomicAdd(&result[blockIdx.x],suma[0]) 

58 end if 
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