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ABSTRACT Meander structures are highly relevant in the Internet-of-Things (IoT) communication systems,
their miniaturization remains as one of the key design issues. Meander structures allow to decrease the size
of the IoT device, while maintaining the same operating parameters of the IoT device. Meander structures
can also work as the delay systems, which can be used for the delay and synchronization of signals in
IoT devices. The design procedure of the meander delay systems is time-consuming and cumbersome
because of the complexity of the numerical and analytical methods employed during the design process.
New methods, which will accelerate the synthesis procedure of the meander delay systems, should be
investigated. This is especially relevant when the procedure of synthesis must be repeated many times until
the appropriate configuration of the IoT device is found.We present the procedure of synthesis of themeander
delay system using the Pareto-optimal multilayer perceptron network and multiple linear regression model
with the M5 descriptor. The prediction results are compared with results, which were obtained using the
commercial Sonnet software package and with the results of physical experiment. The difference between
the experimentally achieved and predicted results did not exceed 1.53 %. Moreover, the prediction of
parameters of the meander delay system allowed to speed up the procedure of synthesis multiple times
from hours to only 2.3 s.

INDEX TERMS Antenna arrays, antenna measurements, artificial neural networks, Internet of Things.

I. INTRODUCTION
Internet of things (IoT) is a world-wide network that provides
many new possibilities for data acquisition and big data trans-
fer without needing for human interaction. However, the rise
of IoT also opens new challenges in the network layer of
communications. Because of big amount of data that it is
necessary to transfer, researchers try to find algorithms for
minimizing the amount of the information without affect-
ing the efficiency of the IoT system [1]. Wireless devices
including an antenna and the Radio Frequency (RF) front-end
circuits are another big challenges for IoT development [2].
Compact and energy-efficient antennas are vital for future
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IoT wireless communication systems [3], [4] and also for
energy harvesting systems [5].

It is very important to have reconfigurable antennas, which
work in several frequencies used for IoT. For example,
there are four desired resonant 0.915/2.45/3.5/5.8 GHz fre-
quencies, which are obtained by an L-shape radiation ele-
ment [6]. The antenna has a compact size, which is equal to

15.9×25 mm2. The design of a small dual-band antenna for
the IoT based geolocation is presented in [7]. The antenna
geometry is based on a folded inverted F antenna, which
occupies the top section of a 40×25 mm2 printed circuit
board (PCB).

Nowadays antenna miniaturization, while maintaining the
same antennas characteristics, becomes one of the research
focuses. Using the meander structures is one of the best
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FIGURE 1. The model of the meander delay system, where h is the thickness of dielectric
substrate; W is the width of the meander conductor; 2A is the length of the conductor; S is the
gap between adjacent conductors; L is the length of the meander delay system; εr is the
permittivity of the dielectric substrate.

solutions in solving the miniaturization task of microwave
devices while maintaining other parameters. Authors of [8]
have designed the 3D microstrip meander line antenna that
is operating at 2.45GHz for the IoT environment. The size
of the antenna was reduced by 1/30λ when compared with
original antenna and was equal to 4.3 mm x 4.3 mm. The
printed inverted-F 2.4 GHz resonant frequency antenna is
presented in [9]. Authors of [10] presented the miniaturized
UHF band RFID tag antenna for drug expiration detection
that can be attached to the drip chamber in the hospitals. The
dipole antenna was downsized by using the meander struc-
ture. [11] presented the quad-band monopole planar antenna,
which consists of four branches with meander structures
in order to operate at different frequency bands for Global
Positioning System (GPS), Long Term Evolution (LTE),
Worldwide Interoperability forMicrowaveAccess (WiMAX)
and wireless LAN (WLAN) in wireless IoT applications.
In another example, the antenna is composed of a planar
monopole and a planar meander line [12]. The meander
structures have allowed to decrease the size of the antennas
by keeping the same parameters in all previous examples.
Meander structures are used not only in the antennas, but
in all microwave devices for shrinking the size of system on
package (SoP). [13] have proposed a unique noise suppress-
ing pinwheel meander perforated plane structure in order to
mitigate the noise coupling within SoPs. Meander structures
are also used to change the radiation pattern of the antenna
array [14], to shift the electrical signals in time in order to
create a positive feedback in oscillators [15] or to delay and
synchronize signals from different sources [16].

The synthesis of the meander delay systems (the compu-
tation of constructional parameters of the line in accordance
with its predetermined electrical characteristics) is a difficult
and time-consuming operation [17]. The mathematical model
should be adjusted for every different meander delay structure
using analytical methods. It requires specific knowledge and
a lot of time [18]. The design procedure using the numerical
methods (such as the method of moments, finite-difference
time-domain method) is more universal, but the computa-
tion time using the numerical methods can last hours or
even days [19]. Time becomes a problem especially when

even approximate constructive parameters are not known
and calculations have to be repeated many times. There-
fore, researchers try to find new methods for modeling of
microwave devices.

One of the options available are artificial neural networks
(ANN). ANN allows of predicting results very fast after the
correct training of the network has been done [20]. There are
many examples of the application of ANNs for analysis of
microwave devices [21], their synthesis [22] and design [23].

Meander delay system have nonlinear dependencies
between constructive and electrical parameters. Therefore,
it is difficult to collect the correct data for the training of
the neural network and to choose the optimal structure of
the network. The synthesis of the meander delay system
using multilayer perceptron (MLP) is presented in [24]. The
synthesis of hybrid meander delay system also using MLP is
presented in [25].

In this paper we present a methodology for the synthesis of
the meander delay system. Our contribution is the application
of Pareto-optimal MLP to predict results of synthesis of
different models of meander delay systems.

II. MATERIALS AND METHODS
A. MODEL OF THE MEANDER DELAY LINE
Meander microstrip delay line (MMDL) favorably distin-
guished from the variety of electromagnetic lines because
their structure satisfies very well the modern technologies
of production of microwave devices. The basis of the design
of the MMDL (Figure 1) is dielectric substrate, on one side of
which the zigzag conductor has formed and on the other side,
there is a continuous conductive layer a reference conductor.

The slowdown of signal in the passive lines, created on
lumped elements, can be explained by the stretched in time
accumulation of energy of the electric or magnetic field
respectively in capacitors or inductors. The main drawback of
such delay lines (DLs) is a relatively narrow bandwidth. The
delay lines with distributed parameters, or electromagnetic
DLs tend to have a wide, starting from zero bandwidth. The
required delay time in this case is caused by the passage
of the signal (electromagnetic wave) of a certain distance,
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Algorithm 1 The Synthesis Algorithm of the Microstrip
Multiline Delay Lines

1. Initially, the desirable electrical parameters of the DLs
are known: td – the phase delay time, tdS– one-step delay
time, Z0– characteristic impedance, 1f – the bandwidth of
the DLs. Then the design parameters of DLs are approxi-
mate selected: W – the width of the meander conductor;
S – the gap between neighbor conductors; 2A – the length
of the conductor; L – the length of the DLs; εr – the
relative permittivity of the dielectric substrate of the DLs;
h – the thickness of dielectric substrate; t – the conductive
thickness of the meander.
2. Calculation of the characteristic impedance Z0 of the
DLs after the approximate selection of the width W of the
meander conductor.
3. if The calculated Z0 is equal to the required Z0 then

Go to the step 5.
else

Go to the step 4.
end if

4. Update the widthW=W+1W of the meander conduc-
tor and go back to the step 2.
5. Calculation of the phase delay td time of DLs.
6. if The calculated td is equal to the required td then

Go to the step 8.
else

Go to the step 7.
end if

7. Update the length 2A = 2A +12A of the conductor of
the DLs and go back to the step 5.
8. Calculation of the tolerance of the phase delay1td time
of DLs.
9. if 1td ≤ td1f then

Go to the step 11.
else

Go to the step 10.
end if

10. Update the length L = L +1L of the DLs and go back
to the step 5.
11. Calculation of the one-step delay time tdS of the DLs.
12. if The calculated tdS is equal to the required tdS? then

Go to the step 14.
else

Go to the step 13.
end if

13. Update the gap S = S +1S between neighbor conduc-
tors of the DLs and go back to the step 2.
14. The end of the algorithm.
Obtained:W, S, 2A, L. Calculated: td(f), Z0(f), 1f, tdS.

usually at a speed less than the speed of light in vacuum.
The main disadvantage of the electromagnetic DLs is a rela-
tively small delay time, which is usually not exceeding a few
nanoseconds.

B. SYNTHESIS ALGORITHM
The basic algorithm (see Algorithm 1, which will be used
together with artificial neural networks) of synthesis of
the meander delay lines (MDLs) consists of four cycles.
Each cycle ends only when the desired value of the elec-
trical parameter is reached within the permissible variation
when a certain design parameter is changed. For example,
the required impedance value with an allowable deviation is
obtained by changing the width W of the meander conductor
in the first cycle of the Algorithm 1 (steps 2–4).

The variation of height 2A of the meander produces the
required value of the phase delay time in the second cycle
of the Algorithm 1 (steps 5–7). The variation of the length
of the meander L produces a tolerance for the phase delay
time at the highest frequency bandwidth in the third cycle of
the Algorithm 1 (steps 1, 8, 9 and 11). However, the length
of the meander has an effect on the previously calculated
phase delay. Therefore, it returns to the second cycle after the
third cycle. The variation of the width of the gap S between
the adjacent meander rows results in a required value of the
one-step delay time in the fourth cycle of the Algorithm 1
(steps 1, 10, 12 and 14). Calculations returns to the first
cycle of the algorithm every time the width S changes, since
the width of the gap affects all electrical parameters of the
meander DLs.

All constructive parameters and electrical characteristics
of the meander DLs are returned after the step value of the
phase delay time is obtained in the step 14 of the Algorithm 1.
It is important that the step value of the phase delay time
should not exceed the permissible deviation. The design of
the meander DL is based on the design of the microstrip delay
line the cross-sectional parameters of which correspond to the
design parameters of the meander DL in this algorithm. All
expressions of the computation are basically based on capac-
itances per unit length C1e and C1o of DLs. The subscript
indices ‘‘e’’ and ‘‘o’’ in this case denote the even and odd
multiplication of the line, accordingly. The capacitances per
unit length can be calculated in various ways. The discussion
of mathematical formulas for calculation separate electrical
parameters is presented in the following subsections.

C. CALCULATION OF THE CHARACTERISTIC IMPEDANCE
IN LOW FREQUENCIES OF DLS
The calculation of the characteristic impedance in low
frequencies of DLs is performed in steps 2 – 4 of the
Algorithm 1.

The characteristic impedance in the low frequency can be
represented by the formula

ZLF = Z0 =

√
1

YeYo

√
εr ef o

εr ef e
, (1)

here Ye and Yo are the conductivities of waves (index e means
the even excitation) and (index o means the odd excitation),
respectively; εrefe and εrefo are the relative DL effective per-
mitivities. The wavelengths and effective dielectric permitiv-
ities are calculated from DLs of C1, C

(a)
1e , C1o and C1o (a),
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in which the index (a) indicates that the dielectric basis is
replaced by the air in the line. So:

Ye = c0

√
C1eC

(a)
1e , (2)

Yo = c0

√
C1oC

(a)
1o , (3)

εr ef e =
C1e

C(a)1e

, (4)

εr ef o =
C1o

C(a)1o

, (5)

C1e = Cp + 2Cf, (6)

C(a)1e = C(a)p + 2C(a)f , (7)

C1o = Cp + 2
(
Cgd + Cga

)
, (8)

C(a)1o = C(a)p + 2
(
C(a)gd + C

(a)
ga

)
, (9)

where c0 is the light speed in vacuum;Cp is the partial volume
capacitor consisting of a DL microstrip, dielectric base and
full screen; Cf is the DL edge of the microstrip, which mea-
sures the distribution of the electric field in the space between
the microstrips;Cgd andCga are the interconnections between
the adjacent DL microstrips in the case of uneven excitation
of DL through the dielectric substrate and air, respectively.

Note that Cg, Cgd and Cgas are calculated using the confor-
mal exchange method and empirical expressions:

Cp = ε0εr
W
h
, (10)

Cf =
Cf1

1+ A · Sh tanh (10S/h)

√
εr

εr ef1
, (11)

where

Cf1 =

√
εr ef1

2c0Z01
−
Cp

2
, (12)

where S is the singular length of the edge of the microstrip
line; Z01 is the characteristic impedance of this line and εref1
is the relative effective dielectric permittivity.

Z01 =
η

2π
√
εr ef1

ln
(
8h
W
+ 0.25

W
h

)
,

when
W
h
≤ 1, (13a)

Z01 =
η
√
εr ef1

[
W
h
+ 1.393+ 0.667ln

(
W
h
+ 1.444

)]−1
,

when
W
h
> 1, (13b)

where η = 120 π = 377 � is vacuum characteristic
impedance.

εr ef1 =
εr + 1

2
+
εr − 1

2
1

√
1+ 10h/W

. (14)

The size of the expression A (11) is calculated as follows:

A = exp
[
−0.1e(2.33−2.53W/h)

]
. (15)

The value of Cga occurs due to the margin field between
the microstrip above the dielectric substrate with an odd DL
excitation. It is calculated as follows:

Cga = ε0
K
(
k′
)

K (k)
, (16)

k =
S/h

S/h+ 2W/h
, (17)

k′ =
√
1− k2, (18)

where the ratio of the total functions K(k) and K(k′) is deter-
mined as follows:

K(k)
K′(k)

=

[
1
π
ln

(
2
1+
√
k′

1−
√
k′

)]−1
, when 0 ≤ k ≤ 0.7, (19)

K(k)
K′(k)

=
1
π
ln

(
2
1+
√
k

1−
√
k

)
, when 0.7 < k ≤ 1.0 (20)

where Cgd is described in the margin field between the
microstrip substrate dielectric in the case of odd excitation
and is calculated as follows:

Cgd=
ε0εr

π
ln
(
coth

πS
4h

)
+0.65Cf

(
0.02
S/h
√
εr+1−

1
√
εr

)
.

(21)

In case of finite microstrip thickness t, the lengths can be
calculated using the concept of effectiveWt.

In the case of even excitation:

W(e)
t

h
=
W
h
+
1W
h

(
1− 0.5e−0.691W/1t

)
. (22)

In the case of odd excitation:

W(e)
t

h
=
W
h
+
1W
h

(
1− 0.5e−0.691W/1t

)
, (23)

where:
1t
h
=

1
εr

t/h
S/h

, (24)

1W
h
=

1.25
π
·
t
h

(
1+ln

4πW
t

)
, when

W
h
≤

1
2π
, (25a)

1W
h
=

1.25
π
·
t
h

(
1+ ln

2h
t

)
, when

W
h
≥

1
2π
. (25b)

D. CALCULATION OF DELAY TIME OF DLS
The calculation of the delay time of DLs is performed in the
steps 5 – 7 of the Algorithm 1. The nominal (required) delay
time is calculated as the time required to squeeze the path
L (L is the meander length) by the electromagnetic wave,
according to the following formula:

td = c0L/kd LF, (26)

where L is the length of the meander, which is determined as
the whole steps length (W + S) of the meander’s number of
meander rods (steps):

L = (W+ S) · (td/td S)− S, (27)
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where kdLF is the low frequency (LF) factor of the synthesized
line is calculated as follows:

kd LF =
2A

W+ S

√
Ye
Yo

√
εr ef eεr ef o, (28)

here 2A is the height of the meander. The meander height is
changed to achieve the nominal delay time (steps 6 and 7 of
the synthesis algorithm).

E. CALCULATION OF THE BANDWIDTH OF DLS
The calculation of the bandwidth of DLs is performed in
steps 8, 9 and 11 of theAlgorithm 1. Thewidth of themeander
microstrip DL bandwidth is determined by permissible phase
distortion. Phase distortions are considered to be acceptable if
the deviation of the phase frequency response characteristics
from the straight line does not exceed 0.35 rad. From here we
can determine the maximum deviation of the delay time from
the nominal value at the highest frequency of the bandwidth:

td1f ≤
0.35
2π1f

, (29)

where 1f is the nominal bandwidth of the bandwidth.
The tolerance time delay is calculated as the absolute

difference between the nominal delay time td and the delay
time at a certain frequency f:

td1f = |td − td (f)| , (30)

For the delay time td(f), the dispersion equation is
determined (essentially, the dependence td(f) is calculated).
Next, the widths of the bandwidth are determined by
expressions (31) and (32).

The dispersion equation looks like this:

DcDn = 0, (31)

where

Dc = Y (θ) tan (k1A)− Y (θ + π) cot (k2A) · tan2 (θ/2) ,

(32)

Dn = Y (θ) cot (k1A)− Y (θ + π) tan (k2A) · tan2 (θ/2) .

(33)

The dispersion equation (31) for a particular frequency
f is solved numerically, for example, by a serial approach,
by changing the parameter (phase difference between adja-
cent meander rods (DL conductors)) until a value equal to
zero is reached, within the tolerance (e.g. = 10−6).

Further we discuss briefly (32) and (33) expressions of
sizes. A is the meander height.

k1 = k0
√
εr ef (θ), (34)

k2 = k0
√
εr ef (θ + π), (35)

k0 =
ω

c0
=

2π f
c0
, (36)

where f is a calculated frequency value.

εr ef (θ) =

[
Yecos2 (θ/2)+ Yosin2 (θ/2)

Y(a)e cos2 (θ/2)+ Y(a)o sin2 (θ/2)

]2
, (37)

is a microstrip DL that simulates a meander delay line with
a relative effective dielectric penetration when the line is
triggered sinphasically (i.e. the difference between adjacent
conductors is equal).

εr ef (θ + π) =

[
Yesin2 (θ/2)+ Yocos2 (θ/2)

Y(a)e sin2 (θ/2)+ Y(a)o cos2 (θ/2)

]2
, (38)

is the relative effective dielectric penetration of a microstrip
DL that simulates a meander delay line when the line is
excited by an anaphase (i.e., the difference between the adja-
cent conductor phases is θ + π ).

Similarly, the waveguides of expressions (37) and (38) are:

Y (θ) = Yecos2
θ

2
+ Yosin2

θ

2
, (39)

Y (θ + π) = Yesin2
θ

2
+ Yocos2

θ

2
. (40)

F. CALCULATION OF DELAY TIME OF ONE STEP
The calculation of the one step delay time of DLs is per-
formed in steps 10, 12 and 14 of the Algorithm 1. Multi-
faceted DL allows to set the desired delay time by a certain
step. The duration of this step is calculated in steps 10, 12 and
14 of the synthesis (Algorithm 1). The length of one step of
the meander is initially determined in order to calculate the
one-step delay time:

td S =
c0(W+ S)
kd LF

, (41)

where kdLF is the delay factor for low frequencies, which is
calculated from the expression (28).

G. MULTIPLE LINEAR REGRESSION
For this study Multiple Linear Regression (MLR) [26] model
with the M5 descriptor selection method and a fixed small
ridge parameter 10−7 was used. In M5, a MLR model is
initially build on all descriptors, and then descriptors with the
smallest standardized regression coefficients are step-wisely
removed from the model until no improvement is observed
in the estimate of the average prediction error given by the
Akaike information criterion [27]. Linear regression pro-
duces an equation, where the given input variables are pre-
sented as independent variables, on which the target variable
is dependent upon:

y = w0 + w1x1 + w2x2 + . . .+ wnxn. (42)

The training of MLR is implemented by updating the
weight vector w in order to minimize the square error E(w)
using the gradient descent method, which starts from an
initial weight vector w(0), and for every iteration j computes
the weight vector difference 1w(j) so, that it moves to the
direction for which the function E(w) has the greatest rate of
decrease. The error is the difference between the predicted
value and the observed value, and in our case it is calculated
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using the sum of squares of residuals:

E(w) =
1
n

n∑
i=1

[
(wixi + w0)− yi

]2
+ α

n∑
i=0

[wi]2, (43)

where α = 10−7 is a ridge parameter. To find w such that
E(w) is minimized, the gradient descent is used, iteratively
updating w:

wi( j+ 1) = wi( j)− ∂E(w)/∂wi. (44)

We repeat above until we reach convergence, i.e. derivative is
small and w not changing sufficiently.

H. M5 RULES
The third method used for the classification and prognosis
wasM5 Rules [28], which generates a decision list for regres-
sion problems using separate-and-conquer (see Algorithm 2).
In each iteration it builds a model tree using M5 and makes
the ‘‘best’’ leaf into a rule. This technique is based on model
trees by Wang and Witten [29]. A model tree method builds
trees, whose leaves are associated with a multivariate linear
model.

Algorithm 2M5 Rules
A. A tree learner (model trees) is applied to the full train-

ing set and a pruned tree is learned, maximizing the
expected error reduction as a function of the standard
deviation of the output parameters.

B. Best leaf is made into a rule and the tree is discarded.
C. All instances covered by the rule are removed from the

dataset.
D. A–C steps are repeated until all instances are covered

by one or more rules.

The decision, which leaf should be made as a rule (B step)
is based on its coverage, i.e. leaf which covers most examples
is selected.

I. PARETO OPTIMAL NEURAL NETWORK
For our task, we used a Pareto-optimal neural network con-
structed using the Pareto-optimal neural network search algo-
rithm presented in [30]. We applied this algorithm to evolve
a MLP neural network optimized for efficiency criteria. The
approach is an iterative population-based one, which approx-
imates the Pareto front of optimal neural network solutions in
a single search process.

A neural network was represented as a Directed Acyclic
Graph (DAG) of cells, where each cell is composed of B
blocks. Each block is a mapping two input vectors to one
output vector and it can be represented by a 4-tuple, (I1;O1;
I2;O2), here Ik specifies the input for the operation Ok. The
result of the two operations O1 and O2 are summed together
and a soft thresholding function is applied to form the output
of the block. Unused blocks are concatenated in the depth
dimension to form the final output of the cell.

The resulting neural network is trained, using the classical
error backpropagation algorithm. MLP’s training is imple-
mented by updating the weight vector w in order to minimize
the square error E(w) using the gradient descent method,
which starts from an initial weight vector w(0), and for every
iteration j computes the weight vector difference 1w(j) so,
that it moves to the direction for which the function E(w)
has the greatest rate of decrease. Automatic pre-processing
was used to normalize the data between 0 and 1 for each
variable. The learning rate and momentum were respectively
set at η = 0.3 and α = 0.2.

III. EXPERIMENTAL EVALUATION
A. DATA COLLECTION
The data collection for automatic predictor training was
performed by selecting data, which were obtained by the
commercial state-of-the-art Sonnet software package our
developed method. The input matrix of the automatic pre-
dictor consisted of ZLF, td, 1f, εr, h parameters. The output
matrix of the automatic predictor consisted of W, 2A, L and
S parameters (where measurement unit mm.). The calculated
data samples were divided in to training (70% of samples),
validation (15% of samples) and testing (15% of samples)
data samples.

The size of the input and output matrices of the automatic
predictor was equal to 4 × 189 and 4 × 189 respectively.
189 data sampleswere used for training, 35 data sampleswere
used for validation ad 35 data samples were used for testing.

B. PHYSICAL DESIGN AND EVALUATION OF MEANDERS
An experimental model of the meander microstrip delay line
was manufactured and investigated to verify the reliability of
the proposed methods of synthesis of such lines using artifi-
cial neuron networks. The initial conditions for the synthesis
of the meander line: the delay time — 4.7 ns, the character-
istic impedance — 50 �, the relative permittivity (dielectric
constant) of the substrate — 7.3 and its thickness 0.5 mm,
were set as requirements. The synthesis of the meander line
according to the proposed method lasted 2.3 s (CPU Intel-
i5, 16 GB RAM). The following design parameters of the
meandering microstrip delay line were obtained because of
the synthesis: the width of the meander conductor W =
0.47 mm, the width of the gap between the conductors S =
0.48 mm, the height of the meander 2A = 29.8 mm, the total
length of the meander L = 16.7 mm. It is very problematic
or even impossible to place such a meander line on a typ-
ical ceramic substrate measuring 60 by 48 mm; therefore,
an experimental model of the delay line was made on two
substrates (Figure 2).

The block diagram of the experimental equipment for
measuring the delay time of the meander line is shown in
Figure 3 (a), and a general view of the experiment environ-
ment is presented in Figure 3 (b). The test pulse generator
(the set of the pulse generator mainframe GZ-1106DL2 and
pulse shaper GZ1117GN-03) generates pulses with a duration
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FIGURE 2. Experimental layout meander microstrip delay line.

FIGURE 3. A block diagram of an experimental measurement of the delay
time of a prototype of the meander microstrip line (a), and a general
photograph of the experiment (b); where 1 is the meander delay
line-under-test, 2 is the attenuator, 3 is the pulse shaper GZ117GN-03,
4 is the sampling unit SU-3130, 5 is the digital sampling precision
converter SD20037, 6 is the pulse generator mainframe GZ-1106DL2, 7 is
the computer with the control software.

of 3.0 ps and an amplitude of 30 V. However, no more than
1 V voltage can be applied to the input of the sampling
unit SU-3130, therefore an attenuator of 20 dB was inserted
between the meander line-under-test and the pulse shaper.

The original input and the delayed output pulses of the
delay line on the screen of the sampling oscilloscope are
shown in Figure 4. Note that the meander line delays the
input pulse by 4.769 ns, while expanding it in time. Measured
delay time differs less than 1% from the value specified

FIGURE 4. An example of signals of input and output pulses of the
meander microstrip line, here 1 – pulse at the input of the delay line;
2 – pulse at the output of the delay line, delay time 4.769 ns.

during the synthesis and may be related to the variation
of the parameters of the dielectric substrate (its dielectric
constant and thickness) and deviations of the dimensions of
the meander topology of the line. The expansion of the test
pulse after its propagation through the meander delay line is
explained by the comparatively narrow bandwidth of the line
(FDL = 0.35 GHz).
Minor oscillations at the beginning of the output pulse,

coinciding in time with the test pulse at the line input were
caused by the penetration of the broadband test pulse (its
frequency spectrum width is ∼2 GHz) from the line input
to its output through the substrate dielectric. The frequency
of these oscillations is outside the bandwidth of the meander
delay line and therefore should not affect its operation.

C. RESULTS
We performed the comparison of the results in three cases
(prediction (synthesis) of the design parameters of the mean-
der microstrip delay lines):
Case 1: The meander microstrip delay line, when delay

time td = 5.00 ns, and the characteristic impedance
Z0 = 50 �, and the relative permittivity εr of dielectric
substrate is 7.3; the bandwidth1f = 300 MHz; the thickness
of dielectric substrate h = 0.5 mm.
Case 2: The meander microstrip delay line, when delay

time td = 4.90 ns, and the characteristic impedance
Z0 = 50 �, and the relative permittivity εr of dielectric
substrate is 7.3; the bandwidth1f = 300 MHz; the thickness
of dielectric substrate h = 0.5 mm.
Case 3: The meander microstrip delay line, when delay

time td = 6.20 ns, and the characteristic impedance
Z0 = 50 �, and the relative permittivity εr of dielectric
substrate is 7.3; the bandwidth1f = 300 MHz; the thickness
of dielectric substrate h = 0.5 mm.

The results of the predicted design parameters of the mean-
der microstrip line are presented in Table 1. Note that the
measured delay time is 0.025 ns, 0.075 ns and the 0.063 ns
higher than these delay times given in the modeling stage
(Cases 1–3).
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TABLE 1. Predicted/synthesized design parameters of the meander
microstrip delay lines.

FIGURE 5. An example of signals of input and output pulses of the
meander microstrip line, here 1 – pulse at the input of the delay line;
2 – pulse at the output of the delay line, delay time 5.025 ns.

The results of the measurement obtained at different delay
times are presented in Figures 5 – 7. The highest difference
of the synthesized meander microstrip line is obtained, when
themeander microstrip line with td= 4.90 ns was synthesized
and the difference was equal to 1.53 % (Figure 6). The lowest
difference of the synthesized meander microstrip line was
obtained, when the meander microstrip line with delay time
equal to 5.00 ns was synthesized and the difference was
equal only to 0.5 % (Figure 5). The characteristic impedance
Z0 and the bandwidth of the meander microstrip lines were
not measured during the investigation of the manufactured
meander microstrip lines.

The meander microstrip delay line was synthesized using
our created algorithm (Algorithm 1) and also designed using
the Sonnet software.

We have compared the prediction results of W, 2A, L and
S parameters. The lowest differences between the calcu-
lated and predicted results were obtained at 0 %, when 2A
parameter is predicted and M5 Rules were used. The high-
est differences between the calculated and predicted results
were obtained, when L parameter of the meander microstrip
delay lines is predicted. The prediction error is 115 %, when
M5 Rules are not used (see Figure 8). The highest mean
error of the prediction is 72.5 %, and lowest mean error of
the prediction is 7.68 %, when the M5 Rules are not used.
The quality of the automatic predictor can be increased by
using M5 Rules. The lowest mean differences between the

FIGURE 6. An example of signals of input and output pulses of the
meander microstrip line, here 1 – pulse at the input of the delay line;
2 – pulse at the output of the delay line, delay time 4.975 ns.

FIGURE 7. An example of signals of input and output pulses of the
meander microstrip line, here 1 – pulse at the input of the delay line;
2 – pulse at the output of the delay line, delay time 6.263 ns.

FIGURE 8. Comparison of the calculated and predicted results of
parameters of meander microstrip delay lines.

calculated and predicted results were 0.0086 % in this case.
The highest mean differences between the calculated and
predicted results were 27.5 %.

The analysis of the results shows that it is better to
use the automatic predictor with the M5 Rules algorithm
(Algorithm 1) for the prediction of design parameters of
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FIGURE 9. Distribution of predicted parameters on target parameters:
W parameter – (a); 2A parameter – (b); L parameter – (c);
S parameter – (d).

the meander microstrip delay lines. The error of the pre-
diction is decreased by 2.63 times by using the M5 Rules
algorithm. The distribution of the predicted on the target W,
2A, L and S parameters shows a good linear fit for all
values (Figure 9).

IV. CONCLUSION
Positive results of synthesis of meander delay systems
were obtained. The prediction using Pareto-optimal neural
network and multiple linear regression with M5 descriptor
have allowed to shorten the computation time from hours
to 2.3 s. Modified structures of the meander delay lines can
be investigated in real time when the computation takes only
seconds. The W, 2A, L and S parameters of the meander
delay line were predicted. The lowest differences between the
calculated and predicted results were received 0 %, when 2A
parameter was predicted and M5 Rules were used. The high-
est differences between the calculated and predicted results
were obtained, when L parameter of the meander microstrip
delay lines was predicted. The highest mean error of the
prediction was 72.5% and lowest mean error of the prediction
was 7.68 % when the M5 Rules were not used.

The highest mean differences between the calculated and
predicted results was 27.5 % and the lowest mean differ-
ences between the calculated and predicted results was only
0.0086 %, when the M5 predictor the automatic predictor
with M5 Rules can be efficiently used for prediction of
design parameters of the meander microstrip delay lines. The
prediction results were also compared with the results of the
physical measurement experiment. The differences between
the predicted and measured results did not exceeded 1.53 %
in all cases.
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