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1. INTRODUCTION

1.1. Problem statement and relevance

Communication is the most important human skill that we learn early in life
and use daily to express our thoughts, collaborate and ask for help. Communi-
cation problems can lead to social exclusion, stress and anxiety. People suffering
from severe motor disabilities often experience speech pathologies and have diffi-
culty communicating. These problems significantly affect the quality of life of patients
[Westgren and Levi, 1998] as well as their relatives. This is especially true for people
suffering from severe disabilities such as quadriplegia.

Quadriplegia, also known as tetraplegia, is paralysis of all four limbs and torso.
Quadriplegia is usually caused by damage to the brain or the spinal cord. Typical causes
of this damage (referred to as a lesion) are trauma, disease, or congenital disorders.
Lesions that cause quadriplegia are situated between C1 (the highest cervical vertebra,
located at the base of the skull) and C7. Quadriplegia is classified as either complete
or incomplete. Patients with incomplete quadriplegia have a partial motor function,
whereas complete form patients possess no sensory or motor function. The outcomes
and long term prognosis are therefore highly individual and difficult to predict.

Quadriplegic patients require constant care that is both time consuming and ex-
pensive. The majority of quadriplegias are caused by spinal cord injuries (SCI). SCI
care costs are very high during the first year due to medical expenses. It is estimated
that SCI can cost up to 800,000USD during the first year and up to 200,000USD
each consecutive year. Only about 35% of SCI survivors are able to return to work
[Lidal et al., 2007]. They also have a shorter life expectancy due to increased risk of
respiratory infections and kidney problems. Making patients more independent can
therefore improve their quality of life as well as reduce the need for care.

People with disabilities use assistive technology (AT) to perform tasks that they
would otherwise not be able to perform. AT consists of two parts, namely, an assistive
device and human computer interaction (HCI) interface. Some assistive devices do
not have a HCI component and are used to directly interact with the environment. For
example, a sip and puff switch can be connected directly to a wheelchair and used for
its control. This approach is, however, not versatile. Assistive devices connected to
computers can be used to perform many tasks of wide variety.

Each spinal cord lesion is different, therefore, best outcomes can only be achieved
by personalizing rehabilitation and AT. Unfortunately, assistive devices in use today
are inefficient. Each device has its own user interface (UI) and software, making it
very difficult or even impossible to use several devices simultaneously. Moreover,
patients have to learn to use a new UI when they change devices. This makes the AT
personalization process very difficult. Patients only use one device, whereas changing
devices when their abilities change would be more efficient. UI software that integrates
multiple devices would make the personalization process easier. Such a system could
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also improve device efficiency and user experience.
Adaptive AT systems are relevant not only for quadriplegia patients. Such systems

could be used by people suffering from other motor disabilities such as Huntington’s
disease or Cerebral palsy.

1.2. Thesis object

The object of this thesis is consumer grade assistive technology devices and modern
HCI methods.

1.3. Aim of the Thesis

The aim of this thesis is to help people suffering from severe motor disabili-
ties to communicate efficiently. The proposed solution concentrates on easy system
adaptability for each individual user. Constant system customization ensures efficient
Human-Computer interaction (HCI) independently of user’s motor disability level.

1.4. Objectives of the thesis

The aim of this thesis shall be achieved by solving the following tasks:

1. To analyze and compare consumer grade AT devices and modern HCI methods;

2. To design multifunctional UI system architecture;

3. To propose real time scene recognition and augmented reality (AR) user inter-
face presentation algorithms;

4. To propose predictive algorithms that improve system interaction time;

5. To develop an adaptive AT user interface application that integrates multiple in-
put devices. The created application also contains an image processing pipeline
and AR information presentation component;

6. To conduct experiments and evaluate the developed UI and proposed algo-
rithms.

1.5. Research methodology

The results presented in this thesis have been achieved by using two main meth-
ods. First, the participants were asked to use the developed system. The recorded
usage experiments were used to evaluate the system efficiency. Secondly, the already
existing benchmarks of manually labeled data-sets were used to evaluate the proposed
algorithms. Detailed research methodology description can be found in Section 5.1.

1.6. Scientific novelty

The research achieved these novel results:

14



1. Development of projection mapping based object selection UI. The novel au-
tomatic projection mapping is achieved by combining camera-projector sys-
tem calibration with Color and depth camera (RGB-D) based object detection
pipeline. The system automatically detects objects and uses a projector to high-
light them in the real world. The user can select the desired object by using this
UI.

2. A region-based stereo matching algorithm that can process images in the real
time on an embedded computer has been proposed. The novelty of the stereo
matching algorithm lies in the use of region based features intended to reduce
the stereo matching search space. A stereo camera with an onboard embedded
computer is used as an environment sensing device.

3. Camera systems operating in changing lighting conditions require fast and sta-
ble camera parameter control algorithms. A cascade camera parameter control
algorithm has been proposed. The main algorithm novelty is the use of a cas-
cade controller to control multiple camera parameters simultaneously. Another
novelty is using controller parameter gain scheduling to increase the controller’s
efficiency and stability. The algorithm is used to ensure the reliability of the
image processing pipeline.

1.7. Practical significance

There are at least 12,000 cases of SCI in the USA each year. SCI survivors require
constant care which is costly and time consuming. This thesis concentrates on develop-
ing an adaptable Assistive technology (AT) system. This has several practical benefits.
First, the user can start to use the system in the early stages of rehabilitation. This
increases the system adoption rate and can help to speed up the rehabilitation process.
Second, as the user’s abilities change, the system adaptation ensures that the highest
possible efficiency is achieved. Both of these factors contribute to costs savings due
to the potentially shortening rehabilitation process and the capacity to enable the user
to perform tasks independently. System adaptability is also important for degenerative
motor disabilities when the system is adapted as the user loses physical abilities.

Multiple device integration has increased the system adaptability. Such a system
has some additional practical benefits. Inexpensive assistive device integration would
make the system accessible to people from lower income countries. This is especially
important as the number of affordable assistive devices increases. Inexpensive devices
usually lack specialized software packages whereas the system presented in this thesis
aims at addressing this issue.

Finally, this thesis explores how the emerging technologies, such as augmented
reality Augmented reality (AR), can be used in AT development. We explored the use
of projection mapping to create a natural HCI method for object selection. Current
AR technologies still have limitations in various real life scenarios. Computer vision
algorithms presented in this thesis address some of these limitations and can be used to
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create more robust AR applications. Such applications can be used in AT development
as well as other domains.

The system described in this thesis has been developed as part of the Agency
for Science, Innovation and Technology (MITA) EUREKA project Quadribot. This
project also provided recommendations for system personalization and customization.
The proposed stereo matching algorithm has been developed in the framework of the
Lithuanian Research Council project REP-15114. The projection mapping user inter-
face has been developed as part of European cooperation in science and technology
COST Action CA15122, Reducing Old-Age Social Exclusion: Collaborations in Re-
search and Policy (ROSEnet).

1.8. The defended statements

1. Assistive user interfaces that integrate multiple assistive devices are more adap-
tive. Adaptability ensures that the system is suitable for a larger user group.
Assistive devices are used to control the proposed multifunctional user inter-
face.

2. A cascade controller can be used to efficiently control the camera shutter speed
and sensor gain parameters simultaneously. Controller stability can be ensured
by performing gain scheduling in order to address the non-linearity of the pro-
cess. This controller is used to improve the multifunctional user interface image
processing pipeline reliability.

3. A maximally stable extremal region based stereo matching algorithm can be
used to reduce the search space. Reducing the search space can significantly im-
prove the algorithm computation time and reduce memory consumption. These
algorithms can be used to perform computations on an embedded Jetson TK1
computer. Such a system is used as a reliable environment sensing device of a
multifunctional user interface.

4. A specialized text predictor can help to input words more efficiently than a
standard text predictor. Such a predictor is used for efficient text input dur-
ing topic-specific conversations. Efficient text input is one of the capabilities
offered by the proposed system.

1.9. Scientific approval

Results presented in this thesis are original and are outlined across a total of 9 publi-
cations. 3 publications have been delivered in “ISI Web of Science” scientific journals
with Impact Factor, whereas 1 publications was presented in an “ISI Web of Science”
journal. The remaining five publications were printed in conference proceedings.

The research results have been presented in the following international confer-
ences:

1. ‘The 4th International Conference on Information and Communication Tech-
nologies for Ageing Well and e-Health’ (ICT4AWE) 2018, Funchal, Portugal;
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2. ‘The 20th International Conference on Methods and Models in Automation and
Robotics’ (MMAR) 2015, Międzyzdroje, Poland;

3. ‘The 20th International Conference Biomedical Engineering’ 2016, Kaunas,
Lithuania;

4. ‘The 21st International Conference Information and Software Technologies’
(ICIST) 2015, Druskininkai, Lithuania;

5. ‘The 9th International Conference Electrical and Control Technologies’ (ETC)
2014, Kaunas, Lithuania;

Academic achievements have been appreciated by two Lithuanian Research Coun-
cil grants for academic achievements (2016 and 2018) and two Kaunas University of
Technology grants for the most active doctoral students. The author participated in
VISion Understanding and Machine intelligence (VISUM) summer school at Univer-
sidade do Porto, Portugal, 2015. In 2016 and 2017, the author attended the European
Robotics Forum in Ljubljana, Slovenia and Edinburgh, United Kingdom and also par-
ticipated in international conferences ROSCon 2016 Seoul, South Korea and ROSCon
2017 Vancouver, Canada. The results and methods described in this thesis have been
presented in the above mentioned events. The author has won the first place in the
Hacker Games 2016 Smart Energy contest.

1.10. Thesis structure

The thesis is outlined in 5 chapters. Chapter 2 presents and discusses the state
of the art assistive technologies. This chapter also discusses other technologies that
can be used to create modern assistive technologies. The detailed architecture of the
presented multifunctional user interface is presented in Chapter 3. Chapter 4 describes
novel algorithms proposed in this thesis. The experiments performed to evaluate the
multifunctional user interface and proposed algorithms are presented and described in
detail in Chapter 5. Chapter 6 contains the conclusions.
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2. ANALYSIS OF ALREADY EXISTING ASSISTIVE TECHNOLOGY SO-
LUTIONS

This chapter reviews the state-of-the-art AT related to this thesis. AT is a very
broad term covering a range of assistive, adaptive and rehabilitative devices as well as
specialized HCI user interfaces. Modern AT are complex systems that integrate simple
but reliable assistive devices with advanced UI programs. Patients are able to perform
complex tasks by using such systems. We shall mainly focus on five key aspects of AT
HCI systems, namely, input modalities, information processing, information presenta-
tion, environment sensing and interaction. A more detailed overview of the discussed
topics can be found in Fig. 2.1.

The use of AT has a significant impact on the lives of people suffering from
quadriplegia. Numerous studies have shown that AT users experience a higher quality
of life. This is mainly a result of the increased independence [Manns and Chad, 2001].
AT users participate in more activities and are more independent, whereas non-users
spend time in passive recreational activities in residence [Efthimiou et al., 1981].

People with disabilities use a broad range of technologies to perform various ac-
tivities. Mainstream technologies, such as tablets and smart phones, are very popular
due to their availability and low price. Furthermore, such technologies can be used to
perform many different activities. Difficulty to customize is the main disadvantage of
the mainstream technology. Commercially available AT are specifically designed to be
used by individuals with disabilities. Such technologies can be used “off the shelf” and
require minimal or no modifications. They are, however, designed for a single activity
use-case and suffer from limited functionality. Custom-made AT are created to meet
the specific needs of an individual or a small group. Such technologies have a very lim-
ited availability and tend to be more expensive. These three types of AT technologies
form a continuum that is discussed in more detail in [Cook and Polgar, 2014].

Designing and manufacturing custom hardware devices is a time consuming and
expensive process. A preferred way of creating a customized AT is, therefore, to use the
already existing devices and create specialized software packages. Intelligent software
packages (usually called multifunctional) can be used to perform multiple activities.

2.1. Multifunctional user interface structure

The structure of a multifunctional UI system can be split into several components.
All UI systems have at least one input modality. Input modalities are used to express the
actions that the user wants to perform. Input modalities are usually hardware devices,
but can also be virtual devices. Speech recognition used for HCI is one example of
a virtual device. Assistive devices generate action signals that change the state of the
UI. A range of different assistive input modalities is discussed in more detail in Section
2.2.

Action signals generated by input modalities are passed to the information pro-
cessing module of the system. The information processing module is responsible for
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Figure 2.1. Overview of topics covered in this chapter.
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mapping input modality signals into changes of the UI internal state. Signals generated
by input modalities can also be post-processed in the information processing module.
This might be necessary when performing multiple signal fusion or error detection.
Relevant information processing algorithms are presented in Section 2.3. In the graph-
ical user interface GUI design stages, this part of the system is often referred to as
the business logic. The internal state of this module is usually represented as a state
machine.

The internal state of the whole system is presented to the user in the GUI. The de-
sign of the GUI determines the system usability and should therefore be very well
designed. Several information presentation methods are discussed in Section 2.4.
The GUI and internal state separation is a well known Model-View-Controller MVC
paradigm [Vlissides et al., 1995]. This paradigm is used in many GUI development
frameworks. MVC makes it possible to split the system into several smaller compo-
nents. The design and development of these components can be done separately and by
different people. The View part of the system is often developed in close collaboration
with user experience UX experts and designers. The development of the Model part
requires more understanding of the internal states and transitions of the system.

Multifunctional user interfaces not only present the state of the system, but can also
be used to manipulate the environment. Such systems are connected to active assis-
tive devices also called actuators. These can, for example, be wheelchairs or robotic
arms. Some interactive systems are also connected to environment sensing devices.
Environment sensing is used to improve the overall system efficiency and increase its
safety (see Section 2.5). Assistive interactive systems are discussed in Section 2.6.
The information flow between different parts of the multifunctional user interface are
illustrated in Fig. 2.2.

The majority of assistive user interfaces are developed for single activity use-cases.
The development of a single activity UI is easier than multifunctional UI. A single ac-
tivity UI usually supports only one assistive device, or may be optimized for controlling
a single actuator, such as a wheelchair. Alternatively, an assistive device can be used
as a conventional input modality in a regular computer operating system. In this case,
no specialized UI is necessary, and the user can access almost all the functionality of
the operating system. Unfortunately, using an assistive device without specialized UI
is inefficient because operating systems are rarely designed with disabled people in
mind.

Multifunctional user interfaces have several advantages over single activity inter-
faces. First, such interfaces can easily be adapted to the needs of each individual. Sec-
ond, multifunctional user interfaces have modular architectures that make it possible
to add new devices and functionalities. Using multifunctional UI in assistive technolo-
gies is not a novel idea. One of the first multifunctional assistive UI architectures was
proposed in [Flachberger et al., 1994]. The main purpose of the system was environ-
ment control and making telephone calls. Conventional devices, such as a keyboard, a
mouse, a joystick and switches have been used for user input. This system was further
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improved in [Flachberger et al., 1995]. This paper emphasizes the importance of hav-
ing an easily configurable system that could be changed by the therapist when needed.
The development of this system has been halted after initial implementation.

2.2. Assistive devices

Assistive devices are hardware products used by people with disabilities. Users
can regain lost abilities or improve performed task efficiency by using these devices.
Assistive devices can be split into two categories, namely, input devices and interaction
devices. Input devices are mainly used for HCI, while interaction devices are used to
change the environment. This section reviews input assistive devices. More detailed
information on interaction devices can be found in Section 2.6.

2.2.1. Switch devices

Switch devices are the simplest and cheapest assistive devices and are, therefore,
most widely used. A typical switch can generate only one signal when it is pressed.
Some switch devices, such as sip and puff devices can have multiple signals, namely,
one when sipping air from a tube and one when puffing. Additional signals can also be
generated by double clicking or by adding more than one switch. In general, assistive
switch devices are very similar to buttons of a conventional computer mouse. There-
fore, assistive switch signals are usually mapped to computer mouse click events. The
factors that should be considered when choosing a switch as an assistive device are
summarized in [Angelo, 2000].
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In general, any GUI can be navigated by using at least two input signals. One
signal is used for selecting a particular GUI element and at least one more signal is
necessary to advance to the next GUI element. The limitation of one signal switch
can be overcome by using automatic GUI element advancement. Such systems auto-
matically advance GUI elements at fixed time intervals. Unfortunately, this approach
dramatically reduces the system efficiency because the user has to wait a fixed time
interval before reaching the desired GUI element.

Despite their limitations, switch devices are being successfully used for assis-
tive and rehabilitation purposes [Rojhani et al., 2017]. The switch device efficiency
can also be improved by using intelligent software packages. It was shown in
[Venkatagiri, 1993] that lexical predictors can reduce the switch activation effort by
as much as 50%. Another possibility is to use additional sensors to make the system
aware of its environment so that only a limited number of choices are shown to the
user. This approach has successfully been used to create a single switch controlled
wheelchair [Ka et al., 2012]. Sip and puff switches have even been used to control
robotic arms with many degrees of freedom [Lu and Wen, 2015]. The main limitation
of such approaches is that they are very use case specific and cannot be easily reused
to perform different tasks.

2.2.2. Tongue devices

Tongue operated assistive devices have been developed in recent years. These
devices use an array of teeth-mounted sensors to accurately track a tongue-mounted
permanent magnet [Krishnamurthy and Ghovanloo, 2006]. The agility of tongue mus-
cles makes it possible to perform very accurate position control actions. The tongue
drive system design was improved in [Huo and Wang, 2008] making it more comfort-
able. It has been shown that such a sensor could be used to control a smartphone
[Kim et al., 2010] as well as a wheelchair [Kim et al., 2012].

Despite the promising results shown by these sensors they are only early proto-
types used by researchers. No consumer grade tongue drive devices are available on
the market. The expected price range of such devices is also difficult to predict. More-
over, there should be a procedure for disabling the device when the user wants to start
speaking.

2.2.3. Brain computer interfaces

The Brain computer interface BCI research field has a large community and is
rapidly expanding. BCI devices offer the most natural UX, i.e., being able to perform
actions by thinking. Interest in this field has led to the development of numerous BCI
devices. These devices are denoted by significantly different designs and performance
metrics. BCI devices work by measuring the user’s voluntary brain activity (also called
brain waves). The electrical activity of the brain is measured by using electrodes. The
measured signals are then translated into computer commands or messages.

Many factors have to be considered when designing BCI systems. Most impor-
tant hardware aspects are: the electrode type and the number of electrodes. Elec-
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trodes can be either be invasive (internal) or non-invasive (external). Non-invasive
electrode systems are more convenient and are used in consumer grade BCI devices.
Non-invasive BCI have several key limitations. First, non-invasive BCI use electroen-
cephalography EEG to record the brain activity. The EEG signal produced by the brain
can be influenced by electromyographic EMG activity from the scalp or facial mus-
cles [Wolpaw et al., 2000]. Second, non-invasive BCI cannot effectively use higher-
frequency signals because they are dampened by the skull. Invasive BCI, on the other
hand, can record brain waves more accurately. Neurosurgery is required to insert in-
vasive electrodes, and such systems are therefore mainly used for research purposes.
The electrode location is also important, and the motor cortex is often used for invasive
BCI systems.

The number of electrodes used by the BCI system is also an important factor. A
higher number of electrodes record more information simultaneously. This informa-
tion can be used to better decode the control signals generated by the users, but it also
means that more information has to be processed by the computer. Non-invasive elec-
trodes are usually distributed evenly on the whole skull, whereas invasive electrodes
are mainly focused on a particular brain region. Generally, 8 to 36 electrodes are re-
quired to achieve good results [Tam et al., 2011].

While the hardware design of BCI system is important, major advances are made
thanks to signal processing breakthroughs. These advances have led to the develop-
ment of a thought-controlled robotic arm [Hochberg et al., 2012]. In this research,
quadriplegic participants were able to directly control the robotic arm by using in-
vasive BCI implanted into the motor cortex. The participants were able to perform
three-dimensional reach and grasp movements. The robotic reach and grasp actions
were, however, not as fast or accurate as those of an able-bodied person.

This success has led to many other research groups performing similar experiments
and improving on the initial results [Schwartz, 2015]. Other groups have been working
on solutions that would help to restore motor control as well as sensory feedback of
robotic arms [Davis et al., 2016]. More recently, BCI has been used to restore the arm
movements of a quadriplegic person [Ajiboye et al., 2017]. Such systems might in
future be used to restore the full body movements of a quadriplegic person.

The consumer grade non-invasive BCI devices have been improving at a lower
rate. It is difficult and expensive to manufacture BCI devices. These devices,
therefore, usually have lower information transfer rates. Consumer-grade BCI sys-
tems with fewer than 8 electrodes have been shown to possess limited capabilities
[Maskeliunas et al., 2016]. Moreover, non-invasive BCI devices only record lower
frequency signals because the skull dampens high frequency signals.

2.2.4. Eye tracking

Eye tracking is also a rapidly developing technology. This technology is used for
HCI as well as for studies of the visual system, in psychology, in product design and
marketing. There are two main reasons for increasing the use of the eye tracking tech-
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nology. First, inexpensive consumer-grade eye tracking devices already achieve rea-
sonable performance results [Dalmaijer, 2014]. This makes it possible to easily use
the technology not only for research purposes but also as a reliable HCI device for dis-
abled people. Second, eye trackers have a higher information transfer rate and system
usability when compared to BCI [Pasqualotto et al., 2015].

The use of eye trackers as an assistive device has led to many advancements over
the years [Majaranta and Räihä, 2002]. It has been shown that eye trackers improve
the quality of life of severely disabled people [Hwang et al., 2014]. In this paper, eye
tracker has been used to control the computer. Eye trackers are also used to control
powered wheelchairs [Lin et al., 2006]. The majority of eye tracking devices are po-
sitioned on a table in front of the user. Advances in camera technology have made it
possible to create head-mounted eye tracking devices [Raudonis et al., 2009]. Head-
mounted eye trackers are more convenient because they are not sensitive to head move-
ments.

Despite many advances, eye trackers still have limitations. The Midas touch prob-
lem is the major problem associated with using eye trackers for HCI. This problem
was discussed as early as 1991 in [Jacob, 1991]. The Midas touch problem arises
when the eye gaze is used for HCI. In this situation, the eye is used for both percep-
tion and control. This problem has been addressed in different ways. One potential
solution is presented in [Istance et al., 2008]. Eye tracking can also fail or work inac-
curately when the subject’s head is moving. This problem is only present in eye track-
ers that are not head-mounted. This problem can be solved by performing additional
head tracking. In addition, head movements can sometimes be used as an additional
control signal generator. A survey of head and eye tracking methods is presented in
[Al-Rahayfeh and Faezipour, 2013].

Eye tracking devices can reliably track eye movements. These movements are
usually translated into the cursor movement on the screen. Creating a selection com-
mand (i.e., equivalent to a mouse click) is more challenging. One approach is to use
eye blinks to detect selection events, but this approach may be difficult to implement.
Combining eye tracking with blink detection will usually give less accurate results
[Pauly and Sankar, 2015]. In addition, involuntary eye blinks would cause problems
in this situation. The easiest way to solve this problem is to use an additional assis-
tive device (e.g., switch) to generate the selection commands. Such an approach is
sometimes also used to reposition the cursor [Laurutis et al., 2010]. This is especially
relevant when the gaze position does not match the cursor position exactly. In this
situation, the cursor movement becomes very distracting to the user.

2.2.5. Speech recognition

The speech recognition technology can also be used as an assistive device. A well-
designed speech recognition technology can resemble a human conversation and is a
natural HCI method. Speech recognition can be classified into two categories, namely,
keyword (also called command) based, continuous speech recognition. Continuous
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speech recognition is a more challenging problem. The use of deep neural networks
has improved continuous speech recognition in recent years [Palaz et al., 2015]. De-
spite these advances, continuous speech recognition can only be used for text dictation
and is therefore less relevant for assistive UI control. The majority of assistive sys-
tems only use command-based speech recognizers. Such a recognizer can be trained to
recognize many different commands. An in-depth review of speech recognition tech-
nology advancements can be found in [Huang et al., 2014].

One advantage of speech recognition is that it does not require any specialized
hardware. Usually, a conventional microphone is used to record speech. The recorded
speech can then be processed by using a computer. An increase in mobile comput-
ing capabilities has made it possible to use speech recognition in mobile devices. It
has been shown that an optimized speech recognizer can produce accurate results on a
smart-phone [McGraw et al., 2016]. Using central processing unit CPU resources for
speech recognition might not be desirable in some situations. This is especially rele-
vant when other computationally expensive operations are running on the main system
computer. Such a situation happens in multifunctional UI described in this thesis.

Speech recognition algorithms can also be implemented on specialized hardware.
Field programmable gate array FPGA is often used to optimize the algorithm compu-
tation time and power consumption. The FPGA technology can also be used to opti-
mize speech recognition algorithms. One example is a speech recognizer described in
[Sledevič and Navakauskas, 2013]. The FPGA implementation significantly reduces
the algorithm computation time while at the same time achieving good recognition
accuracy.

The speech recognition technology also has several limitations. This technol-
ogy works unreliably in noisy environments and is only suitable for HCI but not
for human-to-human communication assistance. Moreover, speech recognition can-
not be used by people who have speech pathologies. Another important factor for
speech recognition is the number of recognized commands. Systems that have more
commands are easier to use and result in better UX. Increasing the number of recog-
nized commands will, however, reduce the recognition accuracy. One way to improve
the recognition accuracy is to use big data sets to train the recognizer. This trained
recognizer is later adapted to each individual user by performing additional training
[Christensen et al., 2013]. Collecting such data sets and training recognition models is
challenging and requires specially trained personnel.

2.2.6. Muscle movement

Electromyography EMG is a technique for recording electrical activity produced
by skeletal muscles. EMG is similar to BCI in that it also uses electrodes to record
electrical signals. Voluntary muscle movement is intuitive and is not affected by dis-
tractions from the environment. Therefore, these signals are easier to detect than brain
waves. Moreover, EMG signal decoding does not require high computational power.

Traditionally, EMG has been used in medical research, but technological advance-
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Table 2.1. Assistive device comparison.

Assistive
device

Advantages Disadvantages Main cases of use

Switch Simple, inexpen-
sive, no signal
processing needed

Limited number of
signals

GUI navigation,
text input

Tongue Accurate position
tracking

Sensors are placed
in the mouth

Wheelchair control

BCI Natural HCI
method

Consumer grade
devices inaccurate,
invasive devices
expensive

Robot arm control

Eye
tracking

Detects accurate
2D position on the
screen

Midas touch prob-
lem

UI navigation

Speech Can recognize
many commands

Sensitive to am-
bient environment
noise

Used to execute
many commands.

EMG Can be used as a
switch and a po-
sition estimate de-
vice

Electrodes placed
on monitored
muscles

Device control and
UI navigation

ments have made it possible to create portable EMG devices with built-in processing.
EMG devices have similar input capabilities as Switch devices. The user, of course,
has to be able to reliably control the muscles that are being monitored.

Assistive EMG-based devices have gained popularity in recent years. Advance-
ments in this area are making it possible to use EMG in many different assistive de-
vices [Gopura et al., 2013]. The used muscles can be chosen in a way so that the HCI
becomes reliable and easy to use. For example, eyebrow muscles have been used to
control a powered wheelchair [Tsui et al., 2007].

2.2.7. Assistive devices comparison

Each assistive device has its own advantages and disadvantages. There is also sig-
nificant variability between different devices of the same type. Moreover, each device
has a specific use case where it achieves the best results. Table 2.1 summarizes the
comparison of assistive devices discussed above.

Sip/Puff is the most commonly used Switch device. There are several reasons for
Sip/Puff popularity. First, Sip/Puff devices directly convert user actions (sips and puffs)
to computer control signals. This process does not require any sophisticated sensor
signal processing algorithms. Second, it is very easy to use. The user can take the
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device and use it without any former training. The simplicity of the device ensures its
reliability and low cost. The main limitation of Sip/Puff is only two control signals that
it generates. There is no easy way to overcome this limitation.

Tongue devices are similar to Sip/Puff devices in that they also directly convert user
tongue movements into position measurements. This results in accurate measurements
that can be used to control a wheelchair or a robotic arm. This device is less convenient
than other devices because it is placed in the mount and the user can find it difficult to
speak with the device. Moreover, there are not a commercially available device in the
market yet.

Brain computer interface (BCI) theoretically is the most convenient device because
users can express their intentions by thoughts. In reality, BCI devices require sophisti-
cated information processing algorithms that still are not reliable enough. Good results
are also only achieved with very expensive or invasive devices. These limitations still
limit the BCI adoption rate.

Eye trackers use image processing to determine the eye gaze coordinates. There are
cost effective device available on the market. The main limitation of these devices is
that they only generate positional information and there are therefore limitations when
using these devices for Graphical user interface (GUI) control.

A speech recognizer does not require any additional devices to operate. This de-
vice can be used with only a computer microphone. This method can recognize many
different commands, but the amount of recognized commands also affects the recog-
nition quality. Recognition quality can be improved by adapting the recognizer for a
particular user, however, this requires significant effort and is not often used. Speech
recognition is also sensitive to the ambient environment noise.

Electromyography (EMG) devices are very similar to BCI but they measure muscle
activity instead of brain waves. Generally, electric signals generated by muscles are
stronger; it is therefore easier to record these signals. Quadriplegic users can only move
facial muscles, therefore, EMG electrodes would have to be attached to the users’ facial
muscles. This makes the device less attractive from the aesthetic point of view.

All the devices expect for Sip/Puff and Tongue devices need additional recorded
sensor data processing. The results generated by these devices are therefore less reli-
able. This is also reflected in the fact that the majority of these devices are still only
used for research purposes, and their adoption is therefore limited.

2.3. Information processing

In this section, we shall discuss algorithms that are often used to improve assistive
system efficiency. Information processing of the assistive device input signals has been
discussed in the previous section. Here, we shall discuss how the commands of several
assistive devices can be fused. Signal fusion makes it possible to use several devices
simultaneously. In some situations, several devices might be used to generate the same
command. In this case, the redundant information is used for error checking. System
usability can also be improved by predicting user actions.
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2.3.1. Signal fusion and error detection

Signal fusion can be used when there is more than one assistive device attached to
the system. A fused signal can then be used as a virtual device that generates commands
faster or more reliably. The neural network is a popular approach used for signal fusion.
The neural network can take its input from many different modalities and generate a
fused signal. Such an approach can extract information from different modalities and
produce a better overall result [Han and Wang, 2016]. Obtaining sufficient data for
neural network training is usually difficult. Moreover, the exact device combination
might not be known in advance, and the use of neural networks becomes impractical.

Probabilistic signal fusion is another method that has been shown to work reliably.
In particular, it uses the Bayesian fusion approach to generate a single signal from
multiple devices. It was demonstrated in [Leeb et al., 2010] that such a strategy can be
used to fuse EMG and BCI signals. Such multiple sensor information fusion can also
be used to detect single sensor data errors. In this case, the system would adapt as the
quality of the device signal degrades.

2.3.2. Text prediction

Text predictor is a system that predicts the next block of characters (letters, syl-
lables, words, sentences, etc.). When the user sees a suitable prediction, they can
complete the remaining block of text. This can greatly enhance the text input rate
[Anson et al., 2006]. In recent years, text predictors have been integrated in the ma-
jority of text input software. They have been very useful in many areas, including
healthcare [Hua et al., 2014]. There are many proprietary and open source text predic-
tion packages available. Presage is an example of a popular open source text predictor
used in many projects [Vescovi, 2004]. The performance of different text predictors
varies and depends on many factors.

All text predictors employ specialized language models. The predictor usefulness
depends on the accuracy of the underlying language model. Most basic word predictors
use a word frequency model [Venkatagiri, 1993]. Such predictors calculate the most
probable word given the characters that the user has already entered. These systems
were used because they were easy to implement and train for. The word frequency
model assumes that each word is typed independently. This assumption is of course
not true. Each word in a sentence is closely related to the words that precede it.

More sophisticated language models incorporate more information to make more
accurate predictions. An in-depth review of different prediction techniques and their
evaluation can be found in [Garay-Vitoria and Abascal, 2006]. Language models can
be classified into three categories, namely, syntactic, semantic, and statistical. Syntac-
tic and semantic models store rules in probability tables or as a grammar. Statistical
models use word or character frequencies. These frequencies are often stored in N-
grams [Polacek et al., 2017]. The N-gram is a sequence of N words or characters. An
N-gram based language model has to be trained. During the training, all non repeating
N-grams are extracted, and each N-gram is assigned a frequency. N-gram frequency
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is the number of times a particular N-gram has appeared in the training dataset. The
N-gram model records not only the probabilities of single words but also the relation-
ships between two or more words. Such a model is still relatively easy to implement
and train for. Cardinality N of the model determines the maximal number of words
that are used to calculate the new prediction. For example, when a model with N=3
cardinality is used, two previously entered words are taken into account when predict-
ing the current word. We should note that a model with N=1 cardinality is identical to
the word frequency model.

The N-gram model has several limitations. The predictor completely ignores words
that are outside the model cardinality. For example, when the model cardinality is
three and the user has already entered four words, the prediction of the new word is
calculated only taking two last words into account. Another limitation is that the model
cannot differentiate similar phrases when the word order is changed. For example,
phrases “a beautiful girl” and “girl is beautiful” are considered different although they
are semantically very similar.

More advanced text predictors can be created by using syntactic and se-
mantic language models. Some of these methods use N-gram models but
add some additional processing steps [Trost et al., 2005]. Latent semantic anal-
ysis methods have been shown to have improved performance over the N-gram
model [Wandmacher and Antoine, 2008]. More complex text predictors use clas-
sification methods [Van Den Bosch, 2006] or continuous space language models
[Mikolov et al., 2013]. The longest common subsequence method [Sandnes, 2015]
also produces good results but requires a large training dataset. These methods usually
produce better predictions but are more difficult to implement and also require more
computational resources. Moreover, constructing such models is difficult and requires
manually labeled data, whereas the N-gram model can be trained from regular text
samples.

Language models are trained by using training datasets. These datasets are of-
ten called language corpus. More sophisticated text prediction algorithms are usually
trained using a large corpus. This makes it possible to create a model that contains the
full representation of a particular language. Such language models are used in general
purpose text predictors. A general purpose predictor is expected to return reasonable
predictions for any given text. General purpose text predictor might not be suitable for
all applications. Obtaining a large corpus for model training is challenging. This is
often addressed by using literature books. Such books usually contain large portions
of indirect speech. A language model trained on such a corpus will be biased towards
indirect speech. People, on the other hand, mainly use direct speech when communi-
cating.

Text predictors can further be improved by enabling them to learn while operating.
A learning predictor can adapt to the unique user’s writing style. This can be achieved
by collecting information about the text that the user has already entered. This infor-
mation can be incorporated into a language model to create a personalized predictor.
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Such a system can learn new words that were not present in the initial language model.
Learning makes it possible to improve even an imperfect model by updating it over
time. Updating a complex model on-line is difficult or even impossible.

Another text predictor improvement can be made by using an additional se-
mantic language model. Such a model would contain the semantic relationships
of the words. Semantic information has been shown to be useful in speech recog-
nition [Grau et al., 2006]. Similar techniques can be used to improve text predic-
tion. Incorporating semantic information into a language model is complicated. One
way of incorporating semantic information into a language model is by assigning
probabilities P (wi|w) to all semantic relationships [Cao et al., 2005]. An alterna-
tive approach incorporates word meanings into an additional N-gram language model
[Verspoor et al., 2008]. Both of these approaches require a semantic database as well
as a large training data set. As already mentioned above, obtaining extensive training
data set might be difficult.

2.4. Information presentation

Another important UI component is the information presentation method. Conven-
tional UI use displays for information presentation. This method is suitable for simple
HCI tasks, such as text input, web browsing, e-mail and Internet calls. These tasks are
usually performed individually, and they do not require interactions with the environ-
ment. During such a task, users’ attention is mainly focused on the computer screen
and does not have to switch frequently.

Assistive technologies are used not only for simple HCI tasks. People with se-
vere disabilities rely on assistive technologies for communication and even environ-
ment interaction. Such tasks can also be performed by using conventional displays,
but the user’s attention has to constantly move from the screen to the environment.
This method is therefore inefficient.

Recent technological advancements have made it possible to develop alternative
information presentation methods, such as augmented and virtual reality. These meth-
ods often use novel information presentation devices, such as virtual reality head-set
and a head-mounted display HMD. HMD are well suited for augmented reality appli-
cations, but they are still expensive. Alternatively, such applications can be developed
by using mobile devices or projection mapping (discussed in Section 2.4.3). All of
these technologies offer a natural HCI method.

2.4.1. Virtual reality

Virtual reality (VR) is a computer-generated environment that simulates a realistic
experience. This technology can be used for assistive purposes. Severely disabled peo-
ple can perform tasks in VR that they would otherwise not be able to do. For example, a
quadriplegic person can experience walking in VR. Moreover, VR can be used to train
people with multiple physical and mental disabilities [Cunha and da Silva, 2017]. This
study has shown statistically significant cognitive skills improvement. Another recent
study has used virtual environments to train quadriplegic patients to use BCI devices
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more efficiently [Perdikis et al., 2018].
Rehabilitation is another area where VR has been proven to be beneficial. The SCI

rehabilitation process is often long and difficult. It was shown in [Hefner et al., 2017]
that VR can improve mechanical ventilation weaning rehabilitation process. Post
stroke rehabilitation is another area where VR games have successfully been used
[Shin et al., 2014].

The use of VR for rehabilitation is becoming more and more popular. VR is, on the
other hand, not often used for daily task assistance. VR technology separates the user
form the real environment. People suffering from quadriplegia are already separated
from their environment by inability to move and communicate. Therefore, VR usage
might have adverse effects in such situations.

2.4.2. Augmented reality

Augmented reality (AR) is a technology that superimposes a computer-generated
image on a user’s view of the real world, thus providing a composite view. Augmented
reality applications use either HMD or mobile phones to superimpose additional in-
formation onto the real world view. A detailed survey and recent augmented reality
advancements can be found in [Billinghurst et al., 2015]. The overall development of
augmented reality applications is more difficult than virtual reality because the system
has to perform environment tracking and understanding algorithms.

The main advantage of augmented reality is that it provides a very natural
HCI method. The user is able to see not only the computer-generated informa-
tion but also the real world scene simultaneously. The biggest limitation to wider
AR adoption is lack of affordable high resolution devices. Despite limitations, aug-
mented reality applications have successfully been used in post-stroke rehabilitation
[Hondori et al., 2013]. Moreover, augmented reality is successfully being used in
many assistive technology applications [Ong et al., 2011].

2.4.3. Projection mapping

Projection mapping is a form of augmented reality that uses projectors instead of
HMD. The main advantage of such an approach is that the projected information is vis-
ible for all people observing the scene. Projection mapping is viewpoint sensitive, but
it can produce realistic AR experience. Another major projection mapping limitation
is that the projected content is difficult to see in very bright environments.

Projection mapping can be either manual or automatic. Manual projection map-
ping is mostly used in entertainment and art industries where the scene is static. Au-
tomatic projection mapping is a more sophisticated method that works in dynamic en-
vironments. Automatic projection mapping needs 3D information of the scene ob-
tained with a depth camera. Depth camera information has to be transformed into the
projector’s optical frame. This transformation is obtained by calibrating the camera-
projector system. The method presented in [Kimura et al., 2007] can be used when
the camera has already been calibrated. Alternatively, structured light can be used
for camera-projector calibration [Moreno and Taubin, 2012]. A more convenient and
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Table 2.2. Information presentation method comparison.

Information
presentation
method

Advantages Disadvantages Main use case

Display Inexpensive, high
resolution

GUI separated from
the environment

Used in majority of
systems due to wide
availability

VR Immersive ex-
perience, user
experiences fully
generated environ-
ment

User separated from
environment, expen-
sive hardware

Rehabilitation and
learning

AR GUI overlaid on the
real environment

Expensive hardware,
need 3D environ-
ment understanding

Environment inter-
action

Projection
mapping

Experience sim-
ilar to AR but
inexpensive

Not visible in bright
environments, view-
point sensitive

Environment inter-
action

efficient method is presented in [Yang et al., 2016].
One example of automatic projection mapping is presented in [Benko et al., 2012].

This system contains an algorithm to account for projection deformations caused by
occluding objects. The system is mainly used to manipulate virtual objects. More
advanced dynamic projection mapping methods have been created in recent years
[Sueishi et al., 2015]. Such systems require more expensive hardware setup and are
therefore not very practical.

2.4.4. Information presentation method comparison

The use of the particular information presentation method mainly depends on the
performed task. The device price is another important factor when choosing an infor-
mation presentation method. The main advantages and disadvantages of the discussed
information presentation methods are summarized in Table 2.2.

2.5. Environment sensing

AR and intelligent AT applications need sensors to be able to understand the en-
vironment. 3D sensors are employed to make the sensing useful and complete. An
ideal sensor should be very lightweight, consume as little energy as possible, be usable
outdoors and have a high frame rate. Currently, there are four types of sensors that
are suitable for obstacle avoidance and environment sensing, namely, Light Detection
and Ranging (LIDAR), structured-light, Time of flight (TOF), and stereo cameras. 3D
sensors that can produce a colored point cloud are often referred to as RGB-D cameras.
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Structured light sensors satisfy almost all requirements. This type of sensor projects
known patterns onto the environment in order to estimate the scene depth information.
This approach, however, has several limitations. First, the projected pattern becomes
undetectable in direct sunlight. Second, these sensors have a limited detection range of
up to 5 meters. Despite these limitations, structured light sensors have been success-
fully used for obstacle avoidance in indoor environments [Stowers et al., 2011].

TOF cameras, on the other hand, are less affected by direct sunlight because they
use modulated light. Some TOF cameras have a longer range than structured light
cameras, but at a cost of increased power consumption. Another limitation of TOF
cameras is the low resolution of the currently available sensors. The main advantage
of TOF cameras is their very high frame rate (usually more than 100Hz).

3D LIDAR sensors are currently the most widely used type in outdoor environ-
ments. These sensors offer a very long range of 100m. or more as well as accurate
distance measurements. These sensors, however, are still prohibitively expensive.

All of the discussed sensors are active, i.e., they emit light rays in order to de-
termine the distance to objects. The biggest disadvantage of active sensors is power
consumption. Actively emitting light requires a lot of energy. The stereo camera, on
the other hand, is a passive distance sensing technology. Using passive environment
sensing has several advantages. First, this type of sensor can better adapt to lighting
changes in the environment because we can control their exposure time and gain pa-
rameters. These parameters can be controlled efficiently by using specialized camera
control algorithms (see Section 2.5.1). Second, such a system consumes less energy
than active sensing. This thesis investigates the possibility of using a stereo camera as
the main environment sensing device for AT.

The accuracy of a stereo camera is highly dependent on the used camera lenses and
the sensor resolution. Creating high resolution stereo cameras is challenging due to
high computation required to perform stereo matching. Detailed description of stereo
matching algorithms is provided in Section 2.5.2.

2.5.1. Camera control

Camera control is a process of setting the camera parameters in order to obtain
well-exposed images. Correctly exposed images contain more detailed scene repre-
sentation. This is important for many computer vision algorithms. For example, it
might be easier to detect object boundaries in well-exposed images. Image exposure
also plays a significant role in producing accurate stereo matching results.

There are several problems that make the camera control process challenging. First,
there are at least two camera parameters that have to be controlled simultaneously,
namely, shutter speed and the sensor gain. Other factors affecting image exposure are
lens aperture and scene luminance. Some high end computer vision cameras can have
an electronically controlled lens aperture. In this case, the aperture control becomes
the third parameter that controls the image exposure. Second, the scene luminance
may change very quickly. This may, for example, happen when entering or leaving a
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building, or switching lights on or off. In the majority of situations, the scene luminance
cannot be controlled. The main purpose of camera control is therefore to adapt the
camera parameters to the changing scene luminance conditions.

The majority of modern digital cameras contain built-in camera control function-
ality. The quality of these camera control algorithms can vary significantly. Some
cameras might not be able to control both shutter speed and sensor gain simultane-
ously. Moreover, cameras are usually designed for general purpose use cases. Most
commonly, cameras try to expose the whole image evenly. This strategy produces
reasonable results, but they might not be optimal in all situations.

Environment knowledge can be used to assist the camera control algorithm. For
example, some cameras operate in open environments where the top part of the
camera image always sees the bright sky. In these situations, it might be use-
ful not to consider the sky when evaluating the image exposure quality. This is
often done by providing image masks or regions to the camera control algorithm
[Nourani-Vatani and Roberts, 2007]. Such functionality is, however, lacking in the
majority of digital cameras.

Another important factor contributing to the camera control algorithm efficiency
is the metrics used to evaluate the image exposure quality. A comparison of different
metrics used to evaluate the image exposure can be found in [Shirvaikar, 2004]. In
general, the image quality metrics are chosen such that they could be computed in real
time. Image statistics and histogram based metrics are, therefore, most often used in
real time applications and on-board camera control algorithms.

2.5.2. Stereo matching algorithms

Processing a pair of stereo images is a very computationally intensive procedure.
Therefore, stereo camera images are usually processed on powerful computers that
consume a lot of energy. This approach is not portable and cannot be used in AT
systems. In recent years, the latest embedded and mobile processors have become
powerful enough to process stereo images. Such a platform is NVIDIA’s Jetson plat-
form which contains powerful CPU and GPU processors and has low power consump-
tion. This platform can be used to create a portable and low power stereo camera with
on-board processing capabilities. A portable stereo camera can be used to create an
environment-aware AT.

Stereo matching algorithms can be divided into two categories, namely, lo-
cal and global. Global algorithms can construct disparity images very accurately
[Zhang et al., 2015] but they are computationally intensive and have high memory re-
quirements. Even highly optimized versions of these methods have long computation
times and are not suitable for real time applications. Local methods can process im-
ages faster and have much higher frame rates. This thesis concentrates on real time
applications, and global methods are, therefore, not discussed in detail.

The best way to compare stereo matching algorithms is by using standard datasets
and benchmarks. The two most popular stereo matching algorithm evaluation datasets
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are Middlebury version 3 [Scharstein et al., 2014] and KITTI Vision Benchmark
[Menze and Geiger, 2015]. A qualitative comparison of different algorithms is, how-
ever, complicated. First, the threshold for bad pixels is different in Middlebury and
KITTI datasets. For Middlebury, the dataset pixels whose disparity error is more than
4 pixels are considered bad pixels. Whereas, in the KITTI dataset, bad pixels have a
disparity error of more than 3 pixels. Therefore, the percentage of bad pixels should be
higher in the KITTI dataset if the algorithm has identical performance. Second, Mid-
dlebury and KITTI datasets are very different. The KITTI dataset contains outdoor
images, whereas Middlebury contains only indoor images. Moreover, the resolution
of images in the datasets is different. Third, a comparison of the algorithm runtime is
even more complicated. Both Middlebury and KITTI datasets mainly focus on the ac-
curacy of the reconstructed disparity images. Researchers run algorithms on their own
hardware and only submit computed disparity images and computation times. The
hardware that was used for computation is different between algorithms, and runtime
results are therefore difficult to compare.

Block-matching (BM) is a classical and very simple stereo matching algorithm.
Image blocks from two stereo images are compared by using the Sum of Absolute
Difference (SAD) error criterion and the full scan-line search for finding the optimal
block displacement. Full scan-line search used in BM produces a lot of errors, espe-
cially in untextured areas. This is usually addressed by running image pre-filters which
remove untextured areas and by adding the matched pixel uniqueness criterion. Even
with these measures, the results produced by BM are sparse and have a high bad pixel
percentage. BM can be easily parallelized due to its simplicity [Massanes et al., 2010].

Stereo Processing by the Semi-Global Matching and Mutual Information (SGM)
method [Hirschmuller, 2008] presents a more sophisticated matching strategy that has
become very popular in recent years. The Semi-Global Matching algorithm enforces
reconstructed surface smoothness by introducing two matching cost penalties, namely,
P1 and P2. P1 is a penalty applied to the matching cost when the disparity value of
the current pixel changes by 1 pixel and P2 is applied when the disparity value of
the current pixel changes by more than 1 pixel. This technique helps to reconstruct
disparity values in the untextured areas of stereo images. Choosing good parameter
values can be challenging; it has major impact on the algorithm performance.

Despite its limitations, SGM led to the development of many modern stereo match-
ing algorithms. For example, Semi-Global Block Matching (SGBM) uses Semi-Global
Matching from the SGM algorithm, but calculates the matching costs by using the SAD
of image patches. At the moment, SGBM is one of the most widely used algorithms in
real time applications due to its fast processing times and the quality of the produced
images. This is the main reason why SGBM is used for result comparison in this thesis.

Embedded real-time stereo estimation via Semi-Global Matching on the GPU
(SGM-GPU) [Hernandez-Juarez et al., 2016] is another method that uses Semi-Global
Matching. The matching cost is computed by using Center-Symmetric Census Trans-
form, and, additionally, a Median filter is used to remove outliers. This implementa-
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tion was optimized for the CUDA platform and achieves very good processing times
on NVIDIA Titan X.

In recent years, Convolutional Neural Networks (CNN) have become very popular
in solving various computer vision problems, and stereo matching is not an exception.
In 2015, Stereo Matching by training a Convolutional Neural Network to Compare
Image Patches (CNN-CIP) [Zbontar and LeCun, 2016] was one of the first methods
utilizing CNN and achieving high frame rates as well as good accuracy. This algo-
rithm uses CNN for matching cost computation, and matching is performed by using
Semi-Global Matching from SGM. These results are achieved by using a very powerful
GPU card that has 16 times more GPU cores than the NVIDIA’s Jetson TK1 processor.
Methods such as [Kowalczuk et al., 2013] and [Kim et al., 2016] also have high stereo
matching frame rates on powerful GPU processors. These algorithms would have sig-
nificantly lower performance on embedded platforms such as NVIDIA’s Jetson TK1,
or they might not work at all due to high memory consumption.

Efficient Deep Learning for Stereo Matching (EDL-SM) [Luo et al., 2016] is a
more advanced method that uses CNN not only for cost computation but also for
predicting the disparity image values. The produced output is not competitive com-
pared with other modern methods, and the authors are therefore using additional post-
processing stages to improve the quality of the produced disparity image.

A Large Dataset to Train Convolutional Networks for Disparity, Optical Flow, and
Scene Flow Estimation (LDTCN-DOSE) [Mayer et al., 2016] is also a CNN-based
approach that is used to perform the full disparity estimation task without requiring
additional matching algorithms. The main challenge of CNN-based stereo matching
algorithms is that they require large datasets for training. This is usually addressed
by synthetically generating large datasets. Another disadvantage of most CNN-based
methods is that even optimized versions of these algorithms require powerful GPU pro-
cessors (usually NVIDIA Titan X). Therefore, these methods cannot be used on low
power embedded platforms.

Efficient large-scale stereo matching (ELAS) is another algorithm that has high
frame rates [Geiger et al., 2010]. This algorithm creates a dense disparity prior image
by triangulating robustly matched support points. Having a disparity prior allows to
speed-up the computation of the final dense disparity image. Having an algorithm
stage for generating a prior makes it sensitive to incorrectly matched support points.
The algorithm presented in this thesis was inspired by ELAS. The presented algorithm
also generates a disparity prior but does not use support points.

The majority of stereo matching algorithms use fixed size features, such as SAD
or center-symmetric census transform [Spangenberg et al., 2013]. Such features are
easy to compute, and they produce reasonable results. Fixed size features, however,
do not work in large untextured image regions. Using variable size features is not
trivial. First, there are not many variable size features available because they require
more computations. Second, it is more difficult to match features of different sizes.
Maximally stable extremal regions (MSER) [Matas et al., 2004] are one of the most
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Table 2.3. Short description of discussed stereo matching algorithms.

Stereo
matching
algorithm

Algorithm working principle and description

BM Uses SAD features for cost computation. For each pixel, it finds
the best correspondence pixel. Uses per and post filtering to remove
noise and untextured areas.

SGM Uses disparity optimization in 8 directions. Cost is computed by
using mutual information metrics for each pixel. Enforces recon-
structed surface smoothness.

SGBM Matching method the same as SGM. Matching cost computed by us-
ing SAD features.

SGM-GPU Parallel implementation of SGM algorithm. Uses center-symmetric
census transform for cost computation.

CNN-CIP Uses CNN for feature matching cost computation. The mathing is
performed by using SGM.

EDL-SM CNN based stereo matching algorithm that performs both cost com-
putation and matching on the network.

LDTCN-
DOSE

Another CNN based stereo matching architecture. Achieves good
results but requires large amounts of training data and powerful GPU.

popular variable size features. The main advantage of MSERs is that they can be de-
tected very quickly on gray-scale [Nistér and Stewénius, 2008] as well as color images
[Forssén, 2007]. MSERs have already been successfully used in a wide-baseline stereo
matching setup. Wide-baseline matching is difficult because the epipolar geometry is
unknown. A stereo camera can produce rectified images, and in this case matching
only has to be performed along the epipolar line.

The majority of stereo matching algorithms concentrate on the accuracy of the re-
constructed scene and neglect the algorithm computation time. There are algorithms
that are able to achieve accurate results and can operate in real time. Such algorithms
perform computations on powerful GPUs. A portable stereo camera suitable for real-
time AT applications should use an efficient stereo matching algorithm capable of run-
ning on a low power embedded computer. A short summary of the working principles
of each algorithm is provided in Table 2.3.

2.5.3. Object detection in 3D images

Object detection is a process of finding the type and 3D position (also called 3D
pose) of an object in 3D point cloud data. The object type is determined by using the
object model that is either obtained from object observations or from 3D computer
aided design (CAD) models. Object detection is performed by first extracting scene
and model features. 3D features can be divided into 2 classes, namely, local and global.

37



Local features are usually computed on a set of key-points extracted from the orig-
inal point cloud. Key-points are used to reduce the computation effort required to
calculate the features. The most popular method for key-point selection is the point
cloud down-sampling by using a voxel grid filter. One example of local 3D features
is Fast point feature histograms [Rusu et al., 2009]. Local features are sensitive to the
noise and viewpoint, but they can be used to estimate the object pose.

Global features, such as the Viewpoint Feature Histogram [Rusu et al., 2010],
are less sensitive to noise, missing information and occlusions. This descriptor is
viewpoint-specific and the object model has to be captured from many viewpoints. Af-
ter object identification, its accurate pose can be computed by using the Iterative closest
point algorithm. One variant of this algorithm is presented in [Segal et al., 2009].

Another approach that achieves good results for untextured objects is presented in
[Hinterstoisser et al., 2011]. This method also uses object model views generated from
different viewpoints. The matching is then performed by running the efficient sliding
window approach.

2.6. Interaction

The majority of AT discussed so far are used for communication and HCI. There are
also AT that can be used to interact and change the user’s environment. Interaction AT
can be divided into two categories, namely, passive and active. Passive interaction AT
are the devices that can be controlled by using AT. For example, remotely controlled
lights and home appliances can be categorized as passive interaction AT. Intelligent
home environments can also be used to create passive interaction AT. One example of
such a system is described in [Liang et al., 2008].

Active interaction AT are devices that can be used to manipulate and change the
environment. Robotics arms and electric wheelchairs are the most commonly used ex-
amples of such AT. Active interaction devices are more useful because they give more
autonomy to the users. Intuitive device control, however, is still challenging. Con-
necting an active interaction device with an HCI device does not create a natural user
experience. More recent research demonstrates that additional feedback incorporation
can greatly improve the control task [Marasco et al., 2018].

2.7. Analysis summary

This chapter reviews the state-of-the-art AT. The majority of this chapter is dedi-
cated to studying HCI methods that are used in AT applications. The reviewed topics
have been split into five categories, namely, assistive devices, information presenta-
tion, information processing, environment sensing, and interaction. These five topics
represent different layers that can be combined together to form multifunctional UI
helping disabled people to communicate. These AT layers are visualized in Fig. 2.3.

The HCI are divided into two horizontal layers, namely, Perception and Action.
The Action layer transforms the user’s intentions into environment or system state
changes, while the Perception layer is used to understand the environment and con-
vey the system internal state to the system user. Additionally, five vertical layers are
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Figure 2.3. Multifunctional AT system layers.

presented, namely, Mental, Physical, Device, System state, and Interaction/Sensing.
The Mental layer describes what the user is thinking while interacting with AT. The
Physical layer lists the senses and abilities that are used for HCI. User generated ac-
tions are processed by using various assistive devices. Another set of devices is used to
generate feedback for the user. The focus of this thesis is to use inexpensive devices to
create novel HCI methods. One way to achieve this is to use multiple assistive devices
simultaneously.

The system state layer represents the AT application. Here, input device signals
are handled and processed. This layer also generates GUI that is presented to the user.
This layer can also contain prediction algorithms that help the user to use the system
more efficiently. One such example is the text prediction algorithm presented in this
thesis. AT can be made more useful by adding Interaction and sensing capabilities.
Interaction devices empower a quadriplegic user to directly change their environment.
Sensors, on the other hand, are used so that the AT system would become aware of the
environment. In general, any RGB-D sensor is suitable to capture detailed environment
representation. This information can then be used for automatic object recognition.
Object recognition adds new capabilities to multifunctional UI and is also an integral
part of the proposed projection mapping UI. This thesis will focus on stereo vision
based cameras because of their advantages.
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3. ARCHITECTURE OF MULTIFUNCTIONAL USER INTERFACE

In this chapter, we will discuss the architecture of multifunctional UI presented in
this thesis. The UI was designed taking system reconfigurability and extendability into
account. Each of these aspects makes the system applicable for different cases of use.
Each aspect is discussed in detail below:

1. Reconfigurability makes it possible to change the behavior of the system by
modifying the system configuration files. A reconfigurable system can be
adapted to the specific needs of each individual user. Such a system can be
used by people with different disabilities.

2. Extensibility is a system design principle that takes the future system growth
into consideration. Extensible systems are expected to be denoted by low ex-
tension implementation efforts. In some situations, system extensions can be
implemented by using simple scripting languages and additional configuration
files.

The following sections will discuss the detailed architecture of system components.
Moreover, the intended system use cases are discussed in Section 3.2.

3.1. Multifunctional user interface requirements

The multifunctional User interface (UI) presented in this thesis has been devel-
oped mainly according to the requirements gathered for the Quadribot project. The
following requirements have been used to develop the proposed system:

1. The system should integrate multiple assistive devices.

(a) The system should integrate EyeTribe eye tracking device.
(b) The system should integrate Sip/Puff device.
(c) The system should integrate MindWave BCI device.
(d) The system should integrate speech recognition technology as an input

device.

2. It should be possible to use multiple assistive devices simultaneously.

3. The currently used assistive device should be selected by using system config-
uration functionality.

4. The system should contain a Yes/No question answering UI.

5. The user should be able to input text by using the system.

6. The text predictor should be used to increase text input efficiency.
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7. The system should contain an object selection UI.

8. The system should have functionality to automatically detect known table-top
objects by using an RGB-D camera.

9. The system should contain automatic projection mapping user interface for
highlighting the detected objects.

10. There should be an item selection UI integrated into the system.

11. It should be possible to generate custom item selection lists.

12. The system should be able to communicate with the outside environment when
items in the list are selected.

13. The system should generate log files. These files should contain timestamped
system usage information.

14. It should be possible to configure the system and change its functionality with-
out recompiling the application.

15. The system should have well-defined interfaces that can be used to extend sys-
tem capabilities and integrate new devices.

These requirements have influenced the developed system architecture. As already
mentioned, a top priority was given to the system extensibility and reconfigurability.
The best practices of system architecture were used to achieve these goals.

3.2. Multifunctional user interface use cases

The proposed system has three user types. Each user type has different system use
cases. The use case diagram of the system is provided in Fig. 3.1. User types are
discussed in detail below:

1. Regular user is a disabled person using the system for assistive purposes. Rel-
evant use cases depend on the disability of the individual user.

2. Caregiver is a person who communicates and assists the Regular user. This
user is usually an observer of the system. In some situations, the Caregiver
might also directly interact with the system.

3. Administrator is responsible for setting the system up. System reconfiguration
will mainly be performed by the system administrator. The administrator will
also have some system extension capabilities.

A detailed description of all system use cases is as follows:
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Figure 3.1. The use case diagram of the system.
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1. Control UI using AT device use case defines that the created multifunctional
UI is controlled by using one AT device connected to the system. Each device
uses a different user ability, but they all produce identical GUI control signals.
Any device should be able to produce at least one control signal.

2. Use multiple devices simultaneously is the extension of Control UI using
AT device use case. Here, more than one device can be used simultaneously.
Such an approach helps the user control the UI more efficiently.

3. Input text is a use case that is most relevant for people that cannot speak. In
this case, the text input is used for communication. This case of use can be
extended with additional text to the speech component. This functionality can
also be used for document writing.

4. Select list item use case makes it possible to select an item from a predefined
list. The list can either be text or image-based. Various lists can be created
by using the system configuration application. Each list can have a variable
amount of items.
List item selection is a very generic use case and can be used in various situa-
tions. For example, there could be a list that helps to identify the user’s health
condition. In this case, a list could be an image of a human with various body
parts indicated as separate list items.

5. Control environment use case is an extension of the Select list item use case.
Here, each list item can be connected to an external actuator that can change
the user’s environment. For example, a list can be used for wheelchair control
where each list item would be a movement direction. Moreover, each list item
can be connected to a different external trigger. In this case, each list item could
be used to control a different environment device, such as turning lights on and
off.

6. Select Yes or No is a use case that lets the user answer Yes or No questions.
The user can answer several consecutive questions after the answer has been
accepted.

7. Select object is a more advanced use case. The RGB-D camera is used to
automatically detect objects that are placed on a table top in front of the user.
In this use case, the detected objects can be displayed in the list similar to the
Select list item use case. The user can then select one of the objects.
There are two ways to use the selection information. First, the selected item
information can be indicated to the caregiver. In this case, the caregiver knows
that the user wants a particular object. Second, the selection information could
be provided to the robotic arm controller. The robotic arm can then manipulate
this object. For example, a robotic arm can bring a glass of water close to the
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user’s mouth so that s/he could drink. Using a robotic arm is more complicated,
but it gives a greater autonomy to the user.

8. Project detected object highlights is an extension of the Select object use
case. Here, the detected objects are highlighted directly in the scene by using
projection mapping. The main advantage of projection mapping UI is the nat-
ural HCI. Moreover, the projected highlights are visible to the caregiver. The
conventional UI use displays to present information to the user. When using a
display, the user has to switch his/her attention from monitor to scene.

9. Inspect log file is the use case that is intended for caregivers and system ad-
ministrators. This use case makes it possible to inspect the actions that were
performed while the system was used. Each action is recorded in the log file
with the exact time stamp. This information can be subsequently used to ana-
lyze the system usage.

10. Configure system use case is necessary so that the system could be personal-
ized for each individual user. This use case makes it possible to change various
system parameters. The functionality will be implemented as a separate appli-
cation. This use case will be used by either a caregiver or a system administra-
tor.

11. Create custom list is an advanced extension of the system configuration use
case. It can be used to create custom lists that are later used in the list selection
use case. There is also a possibility to create a hierarchical list where, after
selecting an item in the first list, a corresponding second list is displayed. Such
lists can be used instead of questionnaires and Yes/No answers by the user.

3.3. System deployment description

The created system contains a number of artifacts implementing system use cases.
Some artifacts also communicate with external devices. A detailed system deployment
deployment diagram is presented in Fig. 3.2.

The system is deployed on a single computer. The developed applications and li-
braries are cross platform compatible and can therefore be deployed on either Linux
or Windows operating systems. The Quadribot system consists of executable applica-
tions and dynamically loaded libraries. Each dynamically loaded library implements
a particular system plugin. This plugin-based system architecture helps to satisfy the
extensibility and reconfigurability requirements.

The Quadribot system contains the following two executable artifacts:

1. Settings executable that is used to configure all system parameters. These pa-
rameters include the main application style and layout settings. Another set
of parameters define the plugins that should be loaded into the system. Each
plugin also contains its own configuration, for example, the used device port.
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Figure 3.2. The system deployment diagram.

Settings applications store the current system configuration into a configuration
file used by the main application.

2. Quadribot executable is the main system application that is started by the regu-
lar system user. On startup, this application first reads the system configuration
file and loads the configured system plugins. Some system plugins are manda-
tory, such as the Fuser plugin, others are optional and loaded only if configured.
The executable then loads and displays the configured GUI screen to the user.

Plugin architecture used in our system makes it possible to easily extend and change
the Quadribot application functionality. Each plugin is deployed as a separate dynam-
ically loaded library. The list of the deployed plugin is as follows:

1. Sip/Puff plugin handles the communication with any Sip/Puff device attached
to the computer. The device is expected to support the Human interface device
HID protocol.

2. EyeTribe plugin communicates with the EyeTribe device and generated GUI
control commands.

3. MindWave plugin implements an interface between the computer and the BCI
device from NeuroSky.

4. GoogleSpeech plugin records sounds from the computer microphone and con-
verts them into GUI control commands by using the Google Speech Application
programming interface (API) library.
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5. PocketSphinx plugin records sounds from the computer microphone and con-
verts them into GUI control commands by using the PocketSphinx library.

6. ObjectHandler plugin implements a projection mapping-based user interface.
This artifact communicates with the RGB-D camera and the projector. Projec-
tion mapping-based UI is discussed in detail in Section 4.1.

7. NaiveFuser plugin is currently the only Fuser implementation deployed with the
system. It implements a simple strategy to propagate GUI control commands
from multiple devices running at the same time.

8. AutoScroll plugin implements a virtual device that automatically generates GUI
control commands at predefined time intervals.

9. TextHandler plugin implements the functionality of predicting the next word
from the text snippet that the user has already entered into the system. This
plugin can increase the text input efficiency.

The main executable is able to load one or more device communication plugins.
Only one Fuser plugin is loaded at once, but multiple Fuser plugins can be implemented
and deployed in a system. This approach makes it possible to easily change the main
application behavior. The current Fuser implementation is chosen by using the Settings
application.

3.4. Multifunctional user interface architecture

This section describes the software architecture of multifunctional UI. The UI ap-
plication was implemented by using open source Qt framework. The system has been
divided into several components to make it modular. Each component has a well-
defined interface that is used for component-to-component communication. Every
component can have several different implementations adhering to the same interface.
More than one component implementation instance can be started simultaneously. The
component instances are loaded dynamically by using the Abstract factory design pat-
ter [Wolfgang, 1994]. The list of loaded component instances can be specified by using
the system configuration application. The life-cycle of the loaded component instances
is handled by a separate component. This architecture ensures the system reconfigura-
bility requirement that has been defined as a system design goal. Figure 3.3. shows
the system components, their interfaces and component dependencies.

The presented architecture has been designed by using the Model-View program-
ming paradigm [Vlissides et al., 1995]. This paradigm encourages separation of the
GUI components (i.e., View) from the business logic and data handling components
(i.e. Model). The Model-View paradigm makes it possible to have several different
views for one model. The components developed by using this paradigm have minimal
coupling. In addition, the component decoupling is ensured by using Qt Signal-Slot
paradigm for object communication. The Qt Signal-Slot paradigm is a safer alternative
of the function pointer communication method.
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Figure 3.3. The multifunctional user interface system component diagram.
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The detailed description of all the system components is provided below:

1. The ControlHandler is a component that converts assistive device signals into
GUI control commands. This component will have one implementation per in-
put device. Assistive device signal processing algorithms will be implemented
in this component. Some assistive devices can directly generate GUI control
commands. In such cases, the Control handler is used to forward the generated
commands to the GUI.

2. The Fuser component can fuse GUI control commands from multiple Control
handler instances. The Fuser component can have several implementations for
different fusing algorithms. Only one Fuser instance is created during system
operation. The desired Fuser instance is set in the application configuration
files and loaded during the system start up.

3. The GUI component contains the different views that are presented to the user.
This component has been implemented by using the Qt Modeling Language
QML. QML is a declarative markup language used in the Qt framework for
UI development. The system architecture makes it possible to add new QML-
based GUI views to the system without the need to recompile the application.
New views can be added and used only by changing application configuration
files.

4. The HandlerManager component is responsible for creating and storing all
the Control handler component instances. Moreover, the Fuser component is
also created and stored in the HandlerManager. The list of ControlHandler
component instances and Fuser component types is loaded from the application
configuration files.

After the creation, each ControlHandler instance is connected to the Fuser com-
ponent inputs. Fuser outputs are also connected to the current screen from the
GUI component.

5. The TextHandler component contains text prediction functionality. This com-
ponent is used to improve the efficiency of the text input use case. This compo-
nent receives a string representing the text that has already been entered by the
user. This string is used to predict the next word that the user wants to enter.
The predictor returns a list of words that the user is likely to enter next. This
prediction list is displayed to the user. The user can then select one of the pre-
dicted words instead of entering all the letters of that word. The prediction list
is updated each time when the user enters a new character.

6. The Logger component is used to store all the application events and actions in
a log file. Each log file entry contains an accurate time stamp. Log file data can
be used to examine the system usage patterns as well as unexpected program
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crashes. Only a single instance of the logging component exists per application.
Each log event also contains an assigned logging level. This component can be
configured to only log events of a certain logging level.

All of the system components interact by using well defined interfaces. Different
implementations of one component always adhere to the same interface to make the
implementations interchangeable. System interfaces are defined below:

1. The IControlHandler is an interface implemented by the assistive device han-
dlers. This interface describes the following GUI control command signals:

(a) moveForward() this signal informs GUI that the next list item should be
selected. After reaching the end of the list, this command transitions the
current item to the first item in the list.

(b) moveBackward() this signal is identical to the moveForward() signal
but traverses the list in the opposite direction.

(c) selectCurrent() signal is used to select the current item in the list. The
selection usually triggers some GUI actions.

(d) cursorCoordinates(Point pt) is a special signal used by eye tracking de-
vices. It contains the two-dimensional screen coordinates. This signal
changes the position of the cursor in the GUI. The list item that is located
in the pt coordinate is automatically made the current item. Navigating
the list by using this signal is more efficient because the user does not
have to go through the list items one by one.

We should note that most assistive devices cannot generate all of the control
signals. Only the supported signals are generated in this case. This interface
is sufficient to support all of the assistive devices currently integrated into the
system. In the future, more devices could be integrated into the system. New
devices might be able to generate additional GUI control signals. The ICon-
trolHandler would then have to be extended to support these signals. These
signals could, for example, be moveUp() or moveDown().

2. The IFuser interface is identical to the IControlHandler interface. Interfaces
are separated to indicate the usage of different deriving objects. Objects deriv-
ing from this interface are loaded differently by the HandlerManager compo-
nent. During the creation process, IFuser objects are first connected to all the
loaded IControlHandler instances. The fused signals are then connected to
the GUI component.

3. The ITextHandler interface is used by text prediction algorithms. This in-
terface has one input slot and one output signal. The onTextChanged(String
text) slot is invoked by the GUI. The text parameter contains the text that has
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already been entered by the user. This text changes each time the user enters a
new character or when one of the predictions have been selected by the user.

The supplied text is used to generate a list of predictions. The predictions list
is supplied to the GUI component by using a newPredictions(StringList pre-
dictions) signal. The list of predictions is then shown to the user.

4. The ILogger interface contains only one method, namely, loggerCall-
back(Type type, Stringmessage). This method is called by all the components
that want to log either debugging messages or other information onto the gen-
erated log files. The provided type parameter can be used to generate filtered
log files.

3.5. Component implementation details

Each system component is implemented by one or more classes. Component
classes either strictly adhere to the component interface or are only used internally,
withing component boundaries. Components might also have multiple implementa-
tions. For example, ControlHandler has different implementations for each of the
assistive devices. The system class diagram is shown in Fig. 3.4. The implementation
details of important classes is provided in the following sections.

3.5.1. Sip/Puff class

This class handles commands generated by using Sip/Puff devices. This class can
also handle other devices that support the HID protocol. The supported Sip/Puff device
generates left/right mouse button click events. These events are captured by this class
and converted into GUI control commands. To make this class more versatile, a sim-
ple state machine has been implemented so that this class could handle multiple click
actions. For example, a double mouse click can be mapped to a new GUI command.
Figure 3.5. shows the diagram of the state machine implemented in the Sip/Puff class.

The state machine contains three states. The SipState and the PuffState states count
the number of Sip and Puff commands, respectively. These states are identical and only
differ in that they count different commands. There are two criteria for exiting these
states. First, if the current state is the SipState, and the Puff command is received and
vice versa. Second, the state internal timer elapses. This timer elapses only when no
new commands have been received for a configurable period of time. When leaving
the SipState or PuffState, an onExit function of the state is called. The current count of
the state is used to determine if any GUI commands should be generated. The onExit
function also resets the accumulated counts. The NeutralState state is activated when
no commands have been received from the Sip/Puff devices for a configurable amount
of time.

This state machine makes it possible to create more than two GUI control com-
mands with the Sip/Puff device that only has two commands. For example, the Puff
command can be used to select the current GUI elements. Single Sip can be used to
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Figure 3.4. The system class diagram.
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Figure 3.5. The Sip/Puff class state machine diagram.

navigate to next GUI element and double Sip can be used to select the previous GUI
element.

3.5.2. MindWave class

This class is used to interface with the MindWave, a brainwave sensing headset
from NeuroSky. This class opens a serial port to receive the byte stream from the
device. The received byte stream is parsed by using the Parser provided by the de-
vice manufacturer. The parsed messages are then handled by the handleMessage()
method of this class. The device can be used to measure two neurological brain states
simultaneously, namely, attention and meditation. Both attention and meditation lev-
els are measured on a scale from 0 to 100. These signals are mapped onto GUI control
commands. When either one of the attention or meditation levels exceeds a defined
threshold a GUI control command has been generated. The attention level is used to
select the current GUI item, and the meditation level is used to move to the next GUI
list item. Additional checks are performed to make sure that two or more GUI control
commands are not issued simultaneously.

3.5.3. EyeTribe class

The EyeTribe class implements the communication protocol with the EyeTribe eye
tracking device. The device exposes its functionality over a proprietary API. The API
is accessed by registering a callback function. This function is called each time new
gaze data has been calculated by the EyeTribe library. The Gaze data structure con-
tains the eye gaze coordinates in the display coordinate system. The received eye gaze
coordinates are translated into cursorCoordinates(Point pt) events and are used for
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the GUI cursor position control.
The empty gaze data structure is returned when no tracking coordinates can be de-

tected. This situation can happen either when the user is not looking into the computer
screen or when eyes are not detected in the EyeTribe coordinate system. A short disap-
pearance of the gaze tracking data can be used as an indicator that the user has blinked.
The EyeTribe class implements a time based blink detection algorithm. The detected
blinks are used as indicators to generate selectCurrent() GUI commands.

3.5.4. AutoScroll class

AutoScroll is a specific class that adheres to the IControlHandler interface but
does not communicate with any assistive or HCI device. The presented UI requires
at least two control actions, one for moving to the next element and one for selecting
the current element. This action combination can be used to traverse and select items
from any list. When the last list item on the list has been reached, the moveForward()
command would go to the first element on the list i.e., we are using a circular list.
As already mentioned, any combination of devices can be used to generate these two
mandatory GUI actions. However, there are cases when the user is only able to use a
device that generates a single action. In such situations, this action is always used for
selection. This class addressed such scenarios by automatically generating list move
commands at given time intervals.

The class contains an internal timer. Each time when the timer elapses, a move-
Forward() command is generated. The timer is also reset each time a selectCurrent()
command is generated by any device. This helps to address the short interval move
command after a selection command has been generated. The timer interval of this
component can be configured according to the user’s needs.

3.5.5. PocketSphinx class

PocketSphinx is an open source speech recognition engine developed by Carnegie
Mellon University. It can be used for speech command recognition. This library has
been integrated as a virtual assistive device. This class can generate three GUI control
commands. Each command is mapped onto one word speech command (also called
keyword). The keyword to GUI command mapping can be configured according to
the user’s needs. The speech recognizer library continuously records sounds from the
microphone. The recorded sound is divided into utterances by detecting silence-to-
speech and speech-to-silence transitions. After a full utterance has been detected, it
is processed to generate predictions. When generated predictions match the config-
ured keywords, GUI control commands are generated. The performance of the speech
recognizer can be improved by training or adapting a language model. A Speech recog-
nition model training tool has been implemented as part of the proposed assistive GUI.

This implementation of the IControlHandler interface is not relevant for commu-
nication use cases. Those users who can speak do not require assistive communication
UI. Text input might be relevant for those users who can speak, but, in such situations,
continuous speech recognition would be more efficient.
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3.5.6. GoogleSpeech class

This class implements the functionality that is very similar to the one described in
the PocketSphinx class. The main difference of this class is that it uses the Google-
Speech API to perform speech recognition. This class also requires a working internet
connection and a specific Google Cloud account to operate.

3.5.7. NaiveFuser class

This class implements the IFuser interface and is used to propagate GUI control
signals from assistive devices to the GUI. NaiveFuser does not perform any additional
processing operations on the incoming signals, i.e., each received signal is forwarded to
the GUI component. This component is created after ControlHandler class instances
have been created. After creation, this class is first connected to each ControlHandler
instance. NaiveFuser is also connected to the current GUI instance. Only one GUI
instance is visible to the user at any given time. There is a possibility to change the
current GUI instance at the run time. During the GUI instance transition, NaiveFuser
is always reconnected to the new GUI instance.

3.5.8. HandlerManager class

HandlerManager instantiates and manages the lifetime of the Fuser and Control-
Handler component instances. This class is instantiated during the application start up.
During creating, HandlerManager first reads a list of ControlHandler implementations
that should be initialized. After all ControlHandlers have been initialized, one instance
of the Fuser component is created. The ControlHandler and Fuser types are read from
the configuration file. Next Fuser is connected to each ControlHandler instance.

HandlerManager also handles the connection between the Fuser and the current
GUI component instance. During the current GUI component change, the Handler-
Manager connectGUI() method is called. This method connects the new GUI compo-
nent with the existing Fuser component.

3.5.9. ObjectHandler class

The ObjectHandler class is connected to the image processing pipeline (described
in Section 4.1.2). The image processing pipeline uses the RGB-D camera image to de-
tect table-top objects. The ObjectHandler class receives a list of the currently detected
objects. The received objects are converted into a model that is used to visualize the
objects in GUI. Two methods are used to visualize the detected objects, namely, dis-
playing objects in a list by using computer display or by projecting the object highlight
directly onto the scene by using a projector. The list is updated dynamically each time
when a new camera image has been processed.

3.5.10. TextHandler class

This class uses the Presage text prediction library. The text already entered by the
user is received from the GUI component. This text is used to generate a list of most
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likely word predictions. The number of the generated predictions is set in configuration
files. The created prediction list is then forwarded back to the GUI component to be
displayed to the user. New predictions are generated each time when the user enters a
new character or when one of the predicted words has been selected. In the latter case,
the selected prediction is used to automatically complete the already entered word.
Predictions are also generated when no word letters have been entered. In this case,
the prediction list contains the most frequently typed words.

The Presage predictor uses the language model to perform word predictions. The
language model is trained before program usage. The language model is also automat-
ically updated when the user uses the program. More information on text prediction is
provided in Section 4.4.

3.5.11. Logger class

The Logger class implements program information logging capabilities. Log en-
tries with different types are generated in many system components. Some log en-
tries are used for program debugging while others are used to indicate program state
changes. All logging entries are received in the Logger class and saved to the log file
with exact timestamps. A generated log file is a convenient data format for analyzing
the program usage patterns.

Each log entry also contains a message type. Logging messages received by this
component are also forwarded to the GUI and displayed to the user. Only specific type
messages are shown to the user. The types of messages that are displayed to the user
are configurable.

3.5.12. YesNoSelector class

The YesNoSelector implements a GUI screen used to answer Yes or No questions.
The whole screen is divided into two squares, one for the Yes answer, and one for
No. The moveForward() command moves between these screen options. When the
selectCurrent() command is called, the current option is displayed on the whole screen
and recorded in the log file. The selected option is shown on the screen until any new
commands are received. At this point, the screen goes back to the Yes/No selection
mode.

This screen is only useful when communicating with humans. Having only two
options on this screen improves the answer selection efficiency. This screen therefore
does not have any options for the user to transition to other screens. The transition to
other screens requires full program restart and can only be performed by the Caregiver.
The YesNoSelection screen is most useful when the user has to answer multiple Yes/No
questions one after another.

3.5.13. ItemSelector class

The ItemSelector is a generic screen that can be used for item selection and navi-
gation between GUI screens. This screen contains a list of items organized in a grid.
Each item in a list has a name, an image and the next screen information assigned to it.
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The name and image information of the item is displayed to the user. The next screen
information is used to transition to a new screen once that particular item has selected.

The item model is a list of all the currently displayed items. This model is loaded
from an Extensible Markup Language (XML) file. The exact ItemSelector model XML
file is selected during the screen initialization. This architecture makes it possible to
create new lists without modifying the program code and can be performed by the
system administrator. This screen is divided into equal size item squares positioned in
a grid pattern. It is also possible to create hierarchical lists. For example, the first list
could contain types of food such as drinks, snacks, etc. When the user selects drinks,
a new list is loaded with types of drinks, such as cola or juice.

3.5.14. ObjectSelector class

The ObjectSelector is a specialized case of ItemSelector screen. This class uses
the model provided by the ObjectHandler class instead of loading the model from an
XML file. The screen is updated each time the ObjectHandler updates the object list
model. This screen makes it possible to select one of the objects. The selected object
can be shown to the caregiver. This information can also be sent to external systems,
such as the robotic arm controller.

3.5.15. CustomList class

This class is a more generic version of the ItemSelector screen. Items in this list
have additional properties, such as the screen position and size. Such items can be
positioned anywhere on the screen. In this case, the screen usually also has an image
that is rendered below the items as the background. This custom screen can be used to
select the image regions. The background image can show a person, and each item can
represent a human body part. Such a screen could be used to select an arm and indicate
for the caregiver that the user has pain in the arm. This example is illustrated in Fig.
3.6.

3.5.16. TextInput class

The TextInput screen is used for text typing. The screen is divided into two areas.
The top area is used to display the already typed text while the bottom area shows the
on-screen keyboard. There is an additional one row area at the top of the keyboard
for displaying TextHandler predictions. The GUI moving command iterates through
both keyboard keys and provided word predictions. When the predicted word has been
selected, it is used to automatically complete the current word. The TextInput screen
is shown in Fig. 3.7.

The keyboard keys can have various layouts. Currently, the program supports three
key layouts, namely, Qwerty, Text on 9 keys (T9) and the Qwerty with Lithuanian let-
ters. Similarly to the ItemSelector, new keyboard layouts can be added with additional
configuration files without the need to recompile the program.

The keyboard also has optional keys. Currently, three optional keys are supported.
The ‘Clear’ key can be used to remove all the typed text. The ‘Exit’ key can be used
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Figure 3.6. An example of CustomList screen with custom item placement. Each gray
square represents a different item. The currently selected item is highlighted in red.
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Figure 3.7. TextInput screen example. The screen is divided into the entered text
area (top), the predictions area (middle) and the keyboard keys (bottom). There are
additional status bars at the bottom and left side of the screen.

to navigate from the text input screen to the main ItemSelector menu screen. Delete
key makes it possible to erase the last entered text letter. The ‘delete’ key is usually
put at the end of the list. For users that make a lot of incorrect letter choices, there is an
additional option making it possible to always reposition the delete key after the last
selected letter. With this option, the user has the possibility to delete the letter right
after inputting it without needing to go to the end of the key list each time an error has
been made.

3.5.17. LogViewer class

This class implements a status bar that can display the latest logging message to
the user. The bar can also be extended to display multiple messages if that is necessary.
The displayed messages are provided by the Logger class. As already mentioned, only
messages that are not filtered by the Logger class will be displayed here. The visibility
of this status bar can be changed in the program configuration files.

3.6. Component information flow

The main system components information flow is illustrated in Fig. 3.8. The GUI
control commands are generated by assistive devices. These commands are forwarded
to the Fuser component. Fused commands are send to the current UI component. Ad-
ditionally, GUI can receive generated predictions from the text prediction component.
The generated UI is presented to the user by using the UI presentation component. This
can either be projection mapping interface or conventional computer display.
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Figure 3.8. Main system components information flow diagram.

3.7. Architecture summary

This chapter presented the detailed architecture of the multifunctional user interface
developed for this thesis. The two main principles have been used during the system
architecture development, namely, reconfigurability and extensibility. This chapter
first details the developed system requirements and use cases, and describes the sys-
tem deployment. Next, we define the system components and interfaces that are used
for information exchange. All the system components have well-defined interfaces.
Each system component is dynamically loaded thus ensuring system extensibility. This
makes it possible to add a new device and UI screens without the need to change the re-
maining system code. Lastly, the detailed information of the classes used to implement
the components is described, and the system component information flow diagram is
presented.
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4. PROPOSED ALGORITHMS AND METHODS FOR MULTIFUNC-
TIONAL USER INTERFACE

This chapter describes the novel algorithms presented in this thesis. The presented
algorithms are used to improve the multifunctional user interface for disabled people.
The interface is described in more detail in [Gelšvartas et al., 2018]. An overview of
the proposed algorithms and their usage in the developed system is illustrated in Fig.
4.1.

Multifunctional user interface

Text input UI

Specialized text

 predictor

Projection mapping object selection UI

Object detection
Camera-projector

calibration
Rendering object

highlight

Stereo camera

Stereo matching Camera control

Figure 4.1. Proposed algorithm overview and their usage in the developed system.

The developed system contains a projection mapping-based UI used for object se-
lection. This interface offers a natural HCI method because the user sees the detected
objects directly in the scene. The projection mapping user interface consists of three
parts, namely, camera-projector calibration, object detection and detected object high-
light rendering. These algorithms are described in detail in Section 4.1. The main
novelty of the proposed projection mapping user interface is that it integrates the ob-
ject detector and is therefore able to highlight the objects in the scene automatically.

The proposed object detection pipeline can handle data from any RGB-D sensor.
Usually, structured light-based sensors are used for capturing RGB-D images. These
sensors have limitations, especially in very bright environments. Stereo cameras can
also be used to produce RGB-D data, and they are less sensitive to lighting changes.
Creating a real-time capable stereo camera is challenging due to the high computational
requirements of the stereo matching algorithms. A real-time capable stereo matching
algorithm is presented in Section 4.3. The main novelty of this method is its use of
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Figure 4.2. Example projection mapping user interface scene setup. The camera-
projector system is placed in front of the tabletop scene with objects highlighted in
different colors.

region-based features to reduce the stereo matching search space.
The stereo camera robustness is ensured by having a fast camera control algorithm.

This algorithms adapts to rapid lighting changes. Detailed camera control algorithm
description can be found in Section 4.2. Lastly, we present a specialized text predictor
in Section 4.4.

4.1. Projection mapping user interface

In this thesis, we present a novel object selection user interface. This UI works
with objects placed on a tabletop in front of the user. The system consists of an RGB-
D camera and a conventional projector. The object selection UI highlights the detected
objects in the scene by using automatic projection mapping. An example scene high-
lighted by using automatic projection mapping can be seen in Fig. 4.2.

Projection mapping is a method that is often used in entertainment to display 3D
animations on the facades of buildings. This process requires manually calibrating a
projector to the specific environment. Automatic object detection in RGB-D images is
also a broad field studied by many researchers. The novelty of the projection mapping
UI presented in this thesis is to combine the camera-projector calibration procedure
presented in [Yang et al., 2016] with the real-time table-top object detection pipeline
implemented by using the Point Cloud Library. A combination of these methods makes
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Figure 4.3. Activity diagram showing the projection mapping user interface workflow.
System calibration is performed only once, while all the other stages are performed
continuously during system operation.

it possible to automatically detect 3D objects and highlight them in real time even as
their positions are changing.

Automatic projection mapping can be split into three distinct stages. First, the
camera-projector system has to be calibrated. In projection mapping, the camera and
the projector are often referred to as camera-projector system. In our UI, the RGB-D
camera is used instead of a conventional camera. Section 4.1.1. describes the calibra-
tion process. Secondly, objects are automatically detected by using an RGB-D camera.
The object detection algorithm is described in detail in Section 4.1.2. Objects are de-
tected by using the provided CAD models. These models are also used in the third
stage of object highlight rendering and display while using a projector. This process in
described in Section 4.1.3. Both second and third steps are performed continuously to
create a dynamically changing user interface. The workflow of the projection mapping
UI can be seen in Fig. 4.3.

This UI has two main cases of use. First, this UI can be used by a person who is un-
able to speak but can use an assistive device. The user can select a particular object to
inform a caregiver that s/he wants this object. This creates a natural interaction method
because both the user and the caregiver see the highlighted object in the scene. Sec-
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ondly, the selected object could be manipulated by an actuator. This use-case requires
an intelligent robotic arm that could manipulate the object when it has been selected.
For example, when the user selects a glass of juice, it is grasped by a robotic arm and
brought to the user’s mouth so that s/he can drink from it.

The main advantage of the proposed object selection UI is natural HCI. The con-
ventional UI use displays to present information to the user. In this case, the user has to
switch his/her attention from the monitor to the scene. Another alternative UI presenta-
tion method is the use of virtual reality. Severely disabled people have communication
barriers, and using a virtual reality headset would further separate the user from the
environment. Meanwhile, a projection mapping UI is visible not only for the system
user but also for the people nearby.

4.1.1. Camera-projector system calibration

Calibration is a one-time procedure performed during the system setup. This thesis
uses the camera-projector calibration procedure described in [Yang et al., 2016]. The
calibration process begins by setting up the camera-projector system. The camera and
the projector have to be fixed sturdily to each other. Ideally the system should be fixed
to a common metal frame or integrated into one case. Camera and projector position
or orientation changes with respect to each other; this invalidates calibration, and the
process has to be repeated. The camera-projector system position can change after
calibration has been finished.

Calibration is performed by placing a small calibration board in front of the camera-
projector system. The board has to be stationary for one second before the calibration
image has been captured. In each image, the calibration board should be positioned in
different locations. The system calibration process is performed once a certain number
of images have been captured. Calibration is performed by using a board with a ran-
dom circular black dot pattern. During calibration, the projector shows a similar white
dot pattern that appears on the calibration board. Figure 4.4. shows the calibration
procedure. Pattern detection and tracking is performed by using the Local Geometric
Consensus algorithm [Yang et al., 2015]. Detected point correspondences are used to
estimate the camera-projector system intrinsic and extrinsic parameters.

Both the camera and the projector are modeled by using the pinhole camera model.
We should note that while the projector is not a camera, it is still possible to model it by
using the same pinhole camera model. In this case, the projector is treated as an ‘inverse
camera’. The pinhole camera model describes the mathematical relationship between
the 3D point coordinates and the point’s projection onto an ideal pinhole camera image
plane by using perspective transformation (see Eq. 4.1).

c = K [R|T ]W (4.1)

Here, c is the projected point on the camera image plane, W represents the coor-
dinates of the 3D point in the world coordinate system, and K is the camera matrix.
R and T are the rotation matrix and the translation vector that are used to define the
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Figure 4.4. Camera-projector system calibration by using a board with a circular black
dot pattern. White dots are created by using a projector.
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camera motion around a static scene, or vice versa, and the rigid motion of an object
in front of a still camera. The above equation can be expanded to

 u
v
1

 =

 fx 0 px
0 fy py
0 0 1

 r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3




X
Y
Z
1

 (4.2)

where fx and fy are focal lengths, and (px, py) is the position of principal point.
(X,Y, Z) are the 3D point world coordinates and (u, v) are the projected point coor-
dinates in pixels. Eq. 4.2 is equivalent to

 x
y
z

 = R

 X
Y
Z

+ t

x′ = x/z

y′ = y/z

u = fx × x′ + px

v = fy × y′ + py

(4.3)

We should note that Eq. 4.3 can be used only when z ̸= 0. In-depth description of
this camera model can be found in [Hartley and Zisserman, 2003].

This model does not account for geometric distortions caused by the real cam-
era lens or blurring caused by the wide open camera aperture. Moreover, real world
cameras only have discrete image coordinates. Therefore, the pinhole camera model
is only a first order approximation of the real camera. The simplicity of this camera
model makes it very useful in computer vision applications.

Image distortions caused by a camera lens is a major factor contributing to pinhole
camera model inaccuracies. These distortions are most noticeable on image edges and
are especially significant for the wide field of view (FOV) lenses. Therefore, an addi-
tional set of parameters describing the lens distortion are usually estimated during the
camera calibration process. The captured camera images can then be undistorted before
performing any other computations. Lens distortions are modeled by using distortion
coefficient matrix D, namely,

D =
(
k1 k2 p1 p2 k3

)
(4.4)

where k1, k2, k3 are radial distortion coefficients. p1 and p2 are tangential distortion
coefficients. Camera matrix K and distortion coefficients D together form the intrinsic
camera parameters. A more detailed description of this camera model can be found in
[Bradski and Kaehler, 2008]. Distortion coefficients extend Eq. 4.3. to

65



 x
y
z

 = R

 X
Y
Z

+ t

x′ = x/z

y′ = y/z

x′′ = x′
(
1 + k1r

2 + k2r
4 + k3r

6
)
+ 2p1x

′y′ + p2
(
r2 + 2x′2

)
y′′ = y′

(
1 + k1r

2 + k2r
4 + k3r

6
)
+ p1

(
r2 + 2y′2

)
+ 2p2x

′y′

r2 = x′2 + y′2

u = fx × x′′ + px

v = fy × y′′ + py

(4.5)

In the multiple camera setup, R and T from Eq. 4.1. define a transformation from
the camera optical origin to the projector optical origin. These parameters are called
extrinsic camera-projector system parameters. Both extrinsic and intrinsic camera pa-
rameters are estimated during the camera calibration process.

The camera-projector system calibration procedure can be seen in Fig. 4.5. More
specifically, the algorithm works as follows:

1. Camera images are continuously recorded to perform circle pattern detection.

2. Detected white and black circle positions are matched with the corresponding
circle pattern models. The circle patterns that match the transformed model
positions are stored for the camera calibration procedure.

3. Camera calibration is performed by using the [Zhang, 2000] method. A suffi-
cient number of corresponding circles have to be detected before this camera
calibration starts. Camera calibration process estimates camera intrinsic pa-
rameters i.e. camera matrix Kc and camera distortion coefficients Dc. The
estimated Dc are used to create undistorted camera images. This makes pro-
jector calibration more accurate.

4. The Board-Camera homography Hcb is calculated from the detected circle cor-
respondences. The projected circle locations can then be expressed as H−1

cb y(c)

where y(c) is the projected circle board viewed from the camera. This creates
a new set of correspondences that are used to calibrate the projector, i.e., to
obtain projector matrix Kp and projector distortion coefficients Dp.

5. Homography information is also used to estimate the camera-projector system
extrinsic parameters, namely, Tcp and Rcp.

More detailed information about the camera-projector system calibration can be
found in [Yang et al., 2016].
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Figure 4.5. Activity diagram showing the camera-projector system calibration proce-
dure.
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Figure 4.6. Activity diagram showing the object detection algorithm pipeline.

4.1.2. Object detection pipeline

The object detection pipeline is a sequence of algorithms that are used to detect
objects. Each algorithm stage either generates intermittent results, or its output can be
used for visualization and algorithm tuning purposes. The object detection algorithm
described in this thesis was implemented by combining 3D point cloud processing algo-
rithms implemented in the Point Cloud Library [Rusu and Cousins, 2011]. The object
detection algorithm is visualized in Fig. 4.6. Moreover, the pipeline information flow
diagram provided in Fig. 4.7. shows the full object detection algorithm pipeline. The
object detection pipeline consists of the following stages of the algorithm:

1. The acquisition stage performs sensor data collection and preparation. The out-
put of this stage is a 3D point cloud. Any RGB-D camera can be used for point
cloud generation. In this thesis, two types of cameras have been used, namely,
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Microsoft Kinect V1 (structured light) and a custom-built stereo camera. The
main advantage of structured-light cameras is that they produce depth images
internally. This means that their output can be directly used to produce point
clouds. The stereo camera output, on the other hand, requires additional pro-
cessing, namely, image rectification and stereo matching. After these addi-
tional stages, stereo camera also produces depth images.

Object detection is performed on a 3D point cloud that is obtained by re-
projecting each depth image pixel (u, v, Z) to a 3D point (X,Y, Z, 1). Here,
u and v are pixel coordinates along image rows and columns. X and Y are 3D
point coordinates along X and Y axes in meters, and Z is the point distance
from the camera in meters. This transformation is performed by using intrinsic
and extrinsic camera parameters obtained during system calibration.

3D point clouds can be of two types, namely, organized and unorganized. Or-
ganized point clouds are generated from depth images. The organized point
cloud memory layout resembles a 2D image, i.e., such a point cloud contains
width and height. The advantages of an organized point cloud is that it main-
tains adjacent point relationships. This makes it possible to run some algorithms
more efficiently. Unorganized point clouds are stored in a 1D array. Such point
clouds are a result of processing algorithms that add or remove some point cloud
points.

2. The background subtraction stage divides point cloud points into two point
clouds, namely, foreground and background. This process requires some prior
environment knowledge. For example, the scene can be set up on a tabletop
surface, and the camera position never changes with respect to this surface. In
this case, all points belonging to the tabletop surface can be removed from the
point cloud. The tabletop surface is considered to be the dominant plane.

Alternatively, a background model can be created by capturing a background
image with no objects. This background model is then used to detect all planar
surfaces. A method proposed in [Poppinga et al., 2008] can efficiently esti-
mate planar surfaces in organized point cloud data. During the operation all
the scene point cloud points that are close to the detected planes are added to
the background point cloud, whereas all the remaining points are considered
foreground.

There are situations when the background model is an unorganized point cloud.
This situation happens when the background model is created by fusing several
background point clouds. This is useful when the camera is fixed to the end
effector of a robotic arm. In this case, planes detected in the fused background
model can be used to remove the background from camera observations even
when the camera is moving. This algorithm variant requires the current cam-
era pose with respect to the background model. In this case, the background
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model is an unorganized point cloud, and the previous plane detection algo-
rithm cannot be used. Plane detection on unorganized point clouds is usually
performed by using the RANdom SAmple Consensus (RANSAC) algorithm
initially proposed in [Fischler and Bolles, 1987].
Further stages of the algorithm are performed only on the foreground point
cloud. In practice, only a small portion of points are foreground. This process
greatly improves the computation time of the further stages of the algorithm.

3. Foreground clustering. The computation time of the remaining algorithm stages
can further be improved by dividing the remaining foreground point cloud into
smaller parts. This is achieved by doing Euclidean clustering. A detailed de-
scription of this algorithm can be found in [Rusu, 2009]. This stage works well
only when certain assumptions can be made about the environment. The algo-
rithm assumes that individual objects will be placed separated from each other,
i.e., no two objects will be touching. The algorithm will work with touching
objects, but they will be returned as a single cluster. This can affect the com-
putation time of the further stages of the algorithm.

4. Cluster classification. The classification algorithm stage compares each ex-
tracted cluster with a list of object models stored in the database. Each cluster
is assigned the most probable object type or classified as an unknown object.
Unknown objects are objects that are not similar to any of the object models.
These objects are assigned a basic shape type in the following stages of algo-
rithms.
Object classification is performed by first extracting the scene and model
features. The Signature of Histograms of Orientations features described in
[Tombari et al., 2010] was used in this thesis. A cluster is assigned to a partic-
ular object type only when a sufficient number of corresponding features have
been detected between the model and the scene. In addition, corresponding
features are checked for geometric consistency.

5. Basic shape detection. This stage is a fall-back mechanism used when the clas-
sification algorithm fails to assign a cluster to any of the object models. This
stage uses RANSAC algorithms to assign the remaining unclassified clusters to
one of the two basic object shapes, namely, a cylinder or a sphere. Clusters that
are not similar to these basic shapes are assigned a minimal oriented bounding
box. These clusters would not have accurate highlights during the projection
mapping, but they could still be selected by the user.

4.1.3. Object highlighting by using projection mapping

The detected object models have to be rendered into a 2D image that is
shown on the projector. The visualization module of the Point Cloud Library
[Rusu and Cousins, 2011] was used to render object highlights. A virtual 3D scene
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Figure 4.8. Example image of 3D scene with rendered detected object models.

containing a camera is created in a 3D viewer. Camera parameters are chosen such
that they match the intrinsic parameters of the projector.

The detected object list is tracked and updated each time a new list of detected
objects has been received. Each object is assigned a unique identifier. The index of the
current object is also stored so that this object can be highlighted in a different color.

As described in the previous section, objects are detected in point clouds obtained
by using an RGB-D camera. The coordinates of these objects are therefore in the cam-
era optical coordinate system. Before rendering, the coordinates of each object are
transformed into the projector optical coordinate system. This operation is performed
by using the camera-projector system’s extrinsic parameters, namely, rotation matrix
Rcp and translation vector Tcp.

Each detected object is inserted into a 3D viewer by using a transformed object’s
pose coordinates. Inserted object meshes are assigned a uniform color material. When
all objects are inserted into the scene, an image generated by a virtual camera is shown
on a projector. This image projects object highlights on real scene objects. An example
of a rendered 3D scene image can be seen in Fig. 4.8.

4.2. Camera control

This thesis presents a novel camera control algorithm. The algorithm uses a cas-
cade controller to control two camera parameters simultaneously. Moreover, we have
performed detailed experiments to study the non-linear nature of the multiple camera
parameter control. This non-linearity is addressed by applying controller gain schedul-
ing techniques. The combination of these methods achieves a fast and stable camera
parameter controller.

The aim of the algorithm presented in this section is to control camera parameters so
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that images with good exposure are produced. The image exposure is determined by the
amount of light reaching the electronic image sensor. Underexposed images are dark,
while overexposed images are very bright. In both cases, some scene information may
potentially be lost in either image highlights or shadows. The camera control algorithm
should have the following properties to produce well exposed images:

1. Fast. The algorithm should quickly adapt to the changing environment condi-
tions. The lighting condition can sometimes even change instantly, for exam-
ple, when the lights get turned on or off.

2. Stable. The camera control should be stable, i.e., the produced images should
have stable exposure that does not fluctuate between consecutive images. Hav-
ing images with an oscillating exposure can greatly impact other image pro-
cessing algorithms.

3. Adaptable. Changing one camera parameter can also affect other camera pa-
rameters. The camera control algorithm should dynamically adjust as the cam-
era parameters are changing. Another way that can be used to increase the
camera control adaptability is by providing image regions that will be used to
measure the current image exposure.

Many internal and external factors affect the exposure of the image produced with
a digital camera. An efficient camera control algorithm can be developed by first un-
derstanding these factors very well.

4.2.1. Factors affecting image exposure

There are three camera parameters that influence the exposure of the produced
images, namely, aperture, shutter speed, and sensor sensitivity. In photography, the
relationship between these parameters is often referred to as the exposure triangle. This
term signifies that when one parameter is getting changed, another must change to
capture the image that has the same exposure. The exposure triangle is illustrated in
Fig. 4.9.

There is also a fourth factor influencing the image exposure, namely, scene lu-
minance. Scene luminance can be described as the amount of light that is present in
the environment. This factor is not controlled within the camera, unless the camera is
equipped with an internal or external flashlight. Scene luminance depends on many
things, such as:

1. Amount and intensity of light sources in the environment.

2. Types of surfaces present in the environment.

3. The overall scene geometry.
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Figure 4.9. Exposure triangle consisting of three camera parameters control-
ling the produced image exposure. Image created by WClarke [CC BY-SA 4.0
(https://creativecommons.org/licenses/by-sa/4.0)], from Wikimedia Commons.
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(a) (b)

Figure 4.10. The effects of aperture on the depth of field of the objects. (a) large
aperture image with a shallow depth of the field, (b) small aperture image.

Each of the factors described above influence the produced camera image. Each
factor can be changed independently in order to study their effects on the image. These
effects can be both positive and negative. Choosing good parameter values is always a
trade-off that might be use-case specific. Each parameter is discussed in detail below.
We should note that in the following paragraphs of this section we shall discuss how a
single factor affects the images when all other factors are constant.

As already discussed, the scene luminance is the only factor that is not directly
controlled in most situations. In general, it is best to operate the camera in well-lit
environments. If possible, the light sources should be distributed evenly throughout
the environment. It is best to try to avoid situations where some parts of the image
have significantly different lighting. It is difficult to ensure such conditions during
very sunny days outside. During such days, there is often significant lighting difference
manifested between the sky and the objects that are in the shadows.

The aperture is a variable diameter hole in the camera lens. The aperture can be
changed from a large diameter hole to a small diameter hole. More light rays can
travel through the camera lens when the aperture is large. A small aperture reduces the
amount of light that is passed through the lens. Therefore, a large aperture produces
brighter images, while a small aperture produces darker images. The aperture also
directly affects the depth of the field. A mall aperture produces a longer depth of the
field. This means that objects at a wide range of distances will all be in focus at the
same time. Therefore, the aperture is closely related to the focus of the camera lens.
This effect is illustrated in Fig. 4.10.

The majority of computer vision cameras used today have lenses with a fixed or
mechanically controlled aperture and focus. In this case, the exact aperture and focus
values are set during the system setup. The aperture and focus are set depending on the
scene lighting and the distance of the observed objects. Some high end cameras have
an electronically controlled aperture. The algorithm proposed in this thesis could be
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(a) (b)

Figure 4.11. The effects of shutter speed on moving objects. (a) long shutter speed
image with motion blur, (b) short shutter speed image with no blur.

extended to incorporate the aperture control.
The shutter speed, or the exposure time is the length of time when the camera sensor

is exposed to light. A longer shutter speed can be used to create brighter images. The
shutter speed also affects how moving objects appear in the produced images. Fast
moving objects would be blurred in the images when the shutter speed is long. This is
illustrated in Fig. 4.11.

Sensor sensitivity is sometimes also called gain or ISO. Increasing the signal gain
of the digital camera sensor makes it possible to capture brighter images in low light
situations. As with other factors, this also has the effect of increasing the noise of the
produced images (see Fig. 4.12.).

Each of the discussed factors has advantages and disadvantages. The parameter
choice has to be a balance that produces the best quality image.

4.2.2. Control algorithm target

The control algorithm has to measure the current exposure of the image so that pa-
rameter values can be adjusted to improve the exposure of future images. This section
describes the method used in this thesis. Measuring the image exposure is not a trivial
task. Ideally, the exposure measurement should be calculated for each taken image.
This implies that measurements should be calculated in real time, and at least as fast
as the current camera frame rate. The image histogram is one measurement that can be
calculated for each image in real time.

Image histograms is a convenient method to measure the distribution of image pixel
intensities. Pixel intensities are directly related to the image exposure. Well-exposed
images have a majority of pixels with intensities that are close to the histogram center.
Underexposed images have many pixels with low intensity values, while overexposed
images have many pixels with high intensity values. We propose to use the image his-
togram mass center as a way to measure the image exposure. In our case, the histogram
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Figure 4.12. Example image captured with high and low camera gain setting. (a) noisy
high sensor gain image, (b) low gain image with no noise.

77



is calculated on 8-bit images and has 256 bins. The histogram center is calculated as
follows:

Hct =

∑255
i=0 i×H(i)∑255

i=0H(i)
(4.6)

Here, Hct is the calculated histogram mass center, and function H(i) returns the
value of the i-th histogram bin. In this case, the images with Hct value that is close to
128 would be considered as well-exposed.

The proposed approach has one caveat, namely, images with Hct = 128 can still
be exposed incorrectly. This happens when the camera captures scenes where a half of
the image is very bright, and a half is dark. For example, images of the bright sky and
the ground in a shade can be exposed incorrectly. This can be partly addressed if such
situations are known a priori. A histogram-based exposure measurement makes it very
easy to incorporate such a priori knowledge. The image histogram can be calculated
only on some parts of the image. These parts can be specified by providing the image
mask. Image mask specification also increases the algorithm adaptability because it
can be used to specify interesting ROI to the camera control algorithm. This ROI is
usually generated by higher level image processing algorithms.

4.2.3. Algorithm architecture

The camera control algorithm described in this section adjusts the camera parame-
ters so that well-exposed images are created. The image exposure system process and
camera parameter relationships are studied in detail in Section 5.4.1. As observed dur-
ing the experiments, the image exposure system process is mostly linear; therefore, a
Proportional Integral Derivative (PID) controller is well-suited to control this process.
A conventional PID controller is not able to control multiple output variables simulta-
neously. This problem has been solved by proposing a novel cascade controller where
the output of the first controller is used as an input for the second PID controller.

The controller will adjust two camera parameters, namely, the shutter speed and
the sensor gain. Both of these parameters affect the same output process, namely, the
image exposure. To create an efficient controller we want to control both parameters
simultaneously. To create this controller, we have to select the parameter that is going
to be controlled by the inner and outer loops.

The shutter speed is the most important camera parameter. Excessively long shutter
speed values can create blurred images. Noisy images created by high sensor gain
values usually do not affect image processing algorithms. Moreover, it is possible to
reduce the image noise by running image filtering algorithms. The shutter speed is
therefore used as a primary control variable controlled by the outer loop. This loop is
tuned to be reactive and to quickly adjust to sudden image exposure changes. More
formally, the shutter speed control loop error value ess(t) is calculated as follows:

ess(t) = Hct −Htarget (4.7)
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Here, Hct is the calculated histogram mass center of the current camera image,
and Htarget is the desired histogram mass center set point. Typically, it is set to
Htarget = 128 for 8-bit images. The shutter speed control function can then be ex-
pressed mathematically as:

uss(t) = Kss
p ess(t) +Kss

i

∫ t

0
ess(t

′)dt′ +Kss
d

dess(t)

dt
(4.8)

Here, uss(t) is the new shutter speed value that is set on the camera. Kss
p , Kss

i and
Kss

d are the proportional, integral and derivative controller coefficients of the shutter
speed control loop.

The sensor gain variable is used to slowly adjust to more gradual lighting changes.
This loop is tuned to be slower. The current shutter speed value uss(t) is used as a mea-
sured process variable. The shutter speed target can be set as a parameter and should be
chosen such that the produced images would have minimal motion blur effects. When
the shutter speed controlled by the outer loop exceeds the set threshold, the camera
gain will be gradually adjusted so that to reduce the shutter speed. More formally, the
gain control loop error value eg(t) is calculated as follows:

eg(t) = uss(t)− Tss (4.9)

whereTss is the desired shutter speed value. The exactTss is chosen experimentally
such that the noticeable image blur is minimized. This definition leads to the following
gain control loop function:

ug(t) = Kg
peg(t) +Kg

i

∫ t

0
eg(t

′)dt′ +Kg
d

deg(t)

dt
(4.10)

Here, ug(t) is the gain value set in the camera. The gain control loop proportional,
integral and derivative coefficients are Kg

p , Kg
i and Kg

d , respectively.
As described in Section 5.4.1, the changes in the sensor gain also affect the shut-

ter speed. As the sensor gain is increased, the shutter speed control should become
slower. In this thesis, we propose a novel method to increase the efficiency of the cas-
cade camera controller. This is achieved by performing shutter speed control loop gain
scheduling. More specifically, the proportional gain component of the shutter speed
control loop Kss

p is decreased when the sensor gain increases, i.e.

Kss
p = Kgs

1

ug(t)
(4.11)

In this equation, Kgs is a constant that can be calculated from the measurements
taken in Fig. 5.10. The scheme diagram of the cascade camera controller can be seen
in Fig. 4.13.

The proposed algorithm only controls two out of three camera parameters. The
aperture of the used camera is manually controlled. The aperture value is set during
the camera setup process and does not change while operating. The proposed algorithm
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Figure 4.13. The diagram of a cascade controller used to control camera parameters
simultaneously.

could be extended to control the camera aperture. This could be done by introducing
an additional control loop that measures the current sensor gain and adjusts the camera
aperture accordingly.

4.3. Stereo matching by using maximally stable extremal regions

Stereo matching is a process of estimating distances to objects (also called depth) in
the scene from two or more images produced by cameras that are horizontally shifted.
The main advantage of stereo matching is that it is a passive depth estimation method.
Stereo matching is a computationally intensive process, but efficient algorithms can
perform stereo matching on embedded low power processors. This thesis presents a
stereo matching algorithm Cyclops that works in real time on the embedded NVIDIA
Jetson platform. The algorithms are described in detail in [Gelšvartas et al., 2016a].
The author has also worked on a GPU-based stereo matching algorithm described in
[Ivanavičius et al., 2018].

The main novelty of the presented Cyclops algorithm is the use of region-based
features to reduce the stereo matching search space. This novelty makes the algorithm
relevant for the real-time applications on the embedded computers. The algorithm
trades the reconstructed disparity map accuracy for the increased computation speed
and the reduced memory usage.

Cyclops takes as an input a pair of rectified stereo images and produces a disparity
image. The algorithm consists of the following steps:

1. Extract MSERs in each stereo image.

2. Normalize each MSER region so that it could easily be matched.
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3. Match MSER regions of the left and the right images.

4. Calculate the disparity image.

Each step is described in more detail in the following sections.

4.3.1. Extracting MSERs

Only several types of variable size features exist. Variable size features are more
difficult to compute, but they can better represent the scene object boarders. In this
thesis, we have chosen to use MSER for feature extraction. MSER have attracted a lot
of research interest because they can be calculated in real time. This property makes
MSER suitable for real time applications. Another MSER advantage is that they can
be used on both gray-scale and color images.

Each stereo image is processed independently to extract MSERs. MSER extraction
algorithm available in theOpenCV library [Bradski and Kaehler, 2008] was used. This
algorithm can handle both gray-scale and color images. The color image processing
algorithm is slower, but MSERs matching is less ambiguous in this case. Gray-scale
images can be processed faster, but matching becomes more difficult. The choice of
a color or a gray-scale image is a trade-off between the accuracy and speed. Usually,
MSERs are detected on regular intensity images (referred to as MSER+). Addition-
ally, MSERs can also be detected on the inverted image (MSER-). Performing MSER-
detection produces a large number of additional regions for the matching step. More-
over, MSER- detection requires inverted image calculation, which doubles the image
processing time.

The main disadvantage of MSERs is that their distribution over the image might
be sparse. Additionally, large untextured areas of the image might not be detected as
MSER. This is because MSER detection algorithms usually have maximal MSER size
restrictions. Even when large MSERs are detected, their matching can be complicated
due to occlusions. This can be solved by dividing each image into horizontal sub-
images, such that:

Ii = I ([0 : w) , [i× hsub : (i+ 1)× hsub)) (4.12)

Here, Ii is the i-th sub-image extracted from original image I , w is the original
image width, and hsub is the height of each sub-image. The image is divided into hor-
izontal sub-images because the stereo images are rectified such that epipolar lines are
aligned with the horizontal axes of the two images. Each sub-image is then processed
individually by using the same algorithm steps. Dividing an image has two advantages.
First, sub-images split very large MSERs that are much less likely to be matchable due
to occlusions. Secondly, since each sub-image is processed independently, the number
of matching candidates is reduced, and the matching step is faster. The image divid-
ing procedure could further be improved by creating overlapping sub-images. This
would reduce depth discontinuities that appear on image borders. Moreover, this strat-
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Figure 4.14. Stereo image pair with detected MSER colored randomly. The blue lines
show epipolar image lines every 20 pixels.
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Figure 4.15. Activity diagram showing the MSER normalization procedure.

egy helps to address problems with small MSERs being split between sub-images. An
example image with detected MSERs can be seen in Fig. 4.14.

4.3.2. Normalizing MSERs

The detected MSERs have varying sizes and cannot be directly compared and
matched. To overcome this problem, MSERs have to be normalized before match-
ing. In the wide baseline stereo scenario, MSERs are normalized by transforming
the region boundary so that the covariance matrix of the region becomes diagonal
[Matas et al., 2004]. Wide baseline stereo images are not rectified, and the same re-
gion can be arbitrarily rotated in two images. Each normalized region is, therefore,
used to extract the rotational invariant (based on complex moments) descriptor. Re-
gion descriptors can then be matched. The main disadvantage of this approach is that
it uses the region boundary information, but the region internal pixel information is
discarded.

Our method uses rectified stereo images. In this case, an MSER region detected
in the left stereo image is typically going to have a similar appearance in the right
stereo image. Normalization can be performed by scaling each MSER image into a
fixed size image. More formally, the normalization input is rectified image I as well
as a list of detected MSER in that image. Each MSER is represented by a list of image
coordinates that belong to that region (p1, p2, . . . , pn) and a bounding box of that region
b. Each MSER region is normalized independently. The activity diagram explaining
the normalization procedure can be seen in Fig. 4.15. The algorithm works as follows:

1. Temporary empty image Il is created. This image has the same width and height
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Figure 4.16. MSER region normalization procedure. (a) sample image I , (b) detected
sample MSER region (blue) and its bounding box b (green), (c) temporary MSER im-
age Il, (d) normalized MSER image If .

as b.

2. All the MSER points (p1, p2, . . . , pn) are copied from I to Il. All points in Il
that do not belong to the MSER region are set to black.

3. Image Il is resized to a fixed size image If . Image If is the normalized MSER
image that is used in MSER matching.

This normalization process is applied to both left and right stereo image MSERs.
The normalization procedure is illustrated in Fig. 4.16. The normalized regions can be
easily compared and matched.

4.3.3. MSER matching

The matching is performed between two sets of MSERs, namely, MSERl =
{mserl1,mserl2, . . . ,mserln} and MSERr = {mserr1,mserr2, . . . ,mserrm}.
MSERl are all regions detected in the left camera image, and MSERr are regions
from the right camera image. Each region mserli is compared to all the regions in
MSERr. The majority of regions can be discarded as impossible matches by per-
forming simple checks. We are performing the following checks to discard impossible
matches:

1. We estimate the disparity of two regions by calculating the difference of the cen-
ter points of the MSER bounding boxes. Matching candidates whose estimated
disparity is smaller than the minimal disparity or larger than the maximal dis-
parity are discarded. The maximal and minimal disparity values are algorithm
parameters.

2. Given two regions mserli, mserrj and their bounding boxes bli, brj we check
that their bounding boxes intersect along theOy axis (Ox axis is along the image
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Figure 4.17. Activity diagram illustrating the MSER matching procedure.

columns, and Oy axis is along the image rows). The stereo images are rectified,
therefore, the bounding boxes of the matching regions must intersect.

3. The intersection of the bounding boxes bli and brj along the Oy axis should be
higher than a defined threshold.

MSER regions that pass all of the above checks are used for region similarity
checks. Region similarity is measured between normalized mserli and mserrj images
by using the sum of absolute differences (SAD) metrics. For each region in MSERl

we select one matching region from MSERr that has a minimal SAD value.
This approach can introduce false matches when a particular region has no similar

regions. To reduce the amount of false matches, the maximal SAD threshold is used.
A check is performed to make sure that the matching region SAD does not exceed the
maximal SAD threshold. Introducing a fixed maximal SAD threshold does not fully
solve the problem. This is because SAD values are dependent on what area of an MSER
image is covered with region points. Regions that have square shapes will cover more
of the MSER image and will have larger SAD values. Elongated regions, on the other
hand, will have more black pixels and smaller SAD values. This is taken into account
by scaling the maximal SAD value by the percentage of MSER points in an MSER
image. The matching algorithm is shown in Fig. 4.17.
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4.3.4. Calculating disparity image

The disparity image is calculated in the left image optical frame. Each pair of
matched MSER regions mserli and mserrj is used to estimate the disparity value of
the pixels belonging to mserli. This paper proposes to use the SGBM algorithm to
estimate disparity values inside of the matched regions.

The matched MSER regions are well-localized, and the SGBM algorithm only has
to be applied within a very small disparity range. The input for the SGBM algorithm
is obtained by extracting image regions of interest (ROI) from the original left and
right stereo images. The ROI are defined by the MSER region bounding boxes bli and
brj. Disparity values are calculated for all the pixels in the ROI image creating the
disparity ROI image. Only disparity values that belong to the mserli are copied from
the disparity ROI image into the final disparity image.

4.4. Specialized text predictor

The majority of already existing text predictors are of general purpose. Such pre-
dictors are run by using a language corpus consisting of a large number of literature
books. The resulting general purpose predictors are versatile and provide good predic-
tions in many situations. These predictors, however, might not be optimal for people
with severe disabilities. Moreover, literature book training data tends to contain more
indirect speech. Language models trained on such data will therefore be somewhat
biased towards indirect speech. People, on the other hand, mainly use direct speech
when communicating. Assistive communication technologies therefore should ideally
use direct speech language models.

This thesis presents an alternative approach. The language model is trained by us-
ing only a limited amount of sentences. Such a model, of course, cannot fully represent
the language, but, nevertheless, it has some advantages. The training data for such a
model can be prepared for each user individually. A relative or a social worker could
type in only the sentences that would be most likely used by the user. The training
data could even be generated by using modified sentences from questionnaires used to
evaluate the patient’s mental [Saldert et al., 2010] or physical health. Moreover, severe
progressive neurological conditions (such as Huntington’s disease) usually cause some
degree of mental degeneration [Bates et al., 2014]. In this case, a limited vocabulary
predictor can actually help the users express their ideas clearly.

The specialized text predictor described in this thesis uses a standard N-gram-based
text predictor. The main contribution of this thesis is to study how a specialized training
data set can be used to increase predictor efficiency. This method has the potential to
improve user experience and system usage efficiency.

Specialized text predictor presented in this thesis uses a simple N-gram language
model. N-gram language models are one of the most popular ways to represent any
given language. N-gram is a contiguous sequence of n words extracted from training
data. During the training process, the model is created by recording all unique N-grams
found in the training data into a database. Each database entry stores the N-gram and its
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count, i.e., the number of times that this particular N-gram has appeared in the training
data set. Such model representation is very convenient for training because N-gram
counts can be automatically collected from the training data.

When using the N-gram model an assumption is made that each word depends only
on the last n−1 words. This means that the prediction of word xi is based on

xi−(n−1), . . . , xi−1 (4.13)

where n is the cardinality of the model. In practice, a model with cardinality n also
contains all models with lesser cardinality, i.e., n−1, . . . , 1. In this case, each model
returns a defined number of predictions and their probabilities. These probabilities are
usually weighted to make sure that predictions from the model with a higher cardinality
are preferred. Each prediction returned by the model is a single word.

The proposed text predictor was trained by using a training dataset specifically
compiled for conversations about medical health. The training data was in English.
Similar training data can be prepared for other languages. It is expected that for simple
training sets the prediction quality should be similar for different languages. Medi-
cal health assessment questionnaires where used to prepare the training data. These
questionnaires contained questions about most common medical conditions and pain
descriptions. Each question was manually converted into a statement (i.e., direct
speech) because that is what the text predictor is expected to produce. This particu-
lar dataset would be suitable for the case of use where a doctor or a relative is try-
ing to evaluate a patient’s health condition. Additional datasets could easily be con-
structed for other use case scenarios. Further algorithm improvements are presented in
[Gelšvartas et al., 2016b].

4.5. A summary of proposed algorithms

This chapter presented novel algorithms created specifically for multifunctional
user interface. The first three algorithms presented in Sections 4.1, 4.2 and 4.3 are
all used in novel Projection mapping-based UI. More specifically, Section 4.1 details
the camera-projector calibration process, the image processing pipeline, and the object
highlight rendering.

The camera control algorithm is described in detail in Section 4.2. Many cameras
have built-in camera control algorithms, but their quality varies significantly. Stable
and fast camera control ensures that the results obtained by using image processing are
accurate and reliable. The proposed algorithm is therefore important in ensuring the
reliability of multifunctional UI.

Stereo matching is another algorithm that is used to improve the Projection map-
ping UI. Automatic projection mapping used in this thesis requires a RGB-D camera
to perform object detection. The proposed stereo matching algorithm can be used to
create a stereo RGB-D camera capable of processing images in real time. When com-
bined with the proposed camera parameter controller, such a stereo camera would be
able to work outdoors and improve the projection mapping UI reliability.
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The final section of this chapter describes the specialized text predictor used in
multifunctional user interface. This text predictor can significantly reduce the text
input time and improve UX.
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5. EXPERIMENTAL SETUP AND RESULTS

This chapter describes the experiments that were performed to evaluate the pro-
posed multifunctional user interface architecture and algorithms. The described exper-
iments measure the performance of individual algorithms as well as the usability of the
entire system. The following sections describe the experimental setup and the results
of the conducted experiments.

5.1. Experimental methodology

The performed experiments can be classified into three categories, namely, usage
efficiency, user experience and algorithm evaluation. Usage efficiency and user ex-
perience experiments are performed with people participants. The participant group
is described in detail in Section 5.1.1. Algorithm evaluation experiments use devices
and data-sets to evaluate the proposed algorithms (i.e, no human participants were in-
volved).

Usage efficiency experiments are performed to evaluate the proposed multifunc-
tional UI. These experiments are described in detail in Section 5.2. The main purpose
of these experiments is to measure how fast the users are able to perform various UI
operations. The projection mapping UI is evaluated by using a user experience ques-
tionnaire. A detailed description of the experiment can be found in Section 5.3.

The remaining sections in this chapter describe the algorithm evaluation experi-
ments. More specifically, the camera control algorithm is evaluated by using the Uni-
versal Serial Bus (USB) camera in Section 5.4. All the camera control experimental
results have been generated with this camera. The stereo matching algorithm has been
evaluated by using an existing data-set with ground truth data. These experiments are
described in Section 5.5. Finally, the text predictor has been trained and evaluated
by using a specialized handmade data-set. A detailed experiment explanation can be
found in Section 5.6.

5.1.1. Participant group

Eleven individuals participated in the system usage experiments. The group con-
sisted of 8 females and 3 males. Participant ages ranged from 16 to 83 years old. The
participant age and gender distribution is visualized in Fig. 5.1. The exact age and
gender of each participant is also provided in Table 5.1. The participant group was
chosen such that it would be as diverse as possible. We can see that the group consists
of both male and female participants. The wide age range will ensure that age-related
differences can be seen in generated data. The group included a disabled person to
demonstrate the developed system’s suitability. The study group size is relatively small
due to the overall scope of the thesis.

The participant group consisted of 10 healthy individuals and one disabled indi-
vidual. The disabled participant had deep left hemiparesis caused by neuroinfection
polio, chronic cerebral ischemia, and vestibular ataxic syndrome. A high level of spe-
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Figure 5.1. Participant age and gender.

Table 5.1. Table containing age and gender of each participant.

Participant Age (years) Gender
1 16 Female
2 16 Female
3 21 Female
4 31 Female
5 32 Male
6 52 Female
7 52 Male
8 54 Female
9 65 Male

10 71 Female
11 (disabled) 83 Female

cial needs has been assigned to this participant due to the above mentioned conditions.

The participants performed all the experiments individually. First, the purpose of
the created multifunctional UI was presented to the participants. This was followed
by the introduction of the actual experiments and used devices. The participants were
given the opportunity to play around with the system before performing the actual ex-
periments. The participants were also given some time to relax in between experiments.
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5.1.2. Used equipment and software

This section describes the devices that were used during the experiments. Three de-
vices have been used during the experiments, namely, Eye tracker, Sip/Puff and Speech
recognition. Detailed information concerning each of the devices is provided below:

1. The Eye tracker from Eye Tribe has been used to perform gaze tracking. Eye
tribe is a small form factor (20 x 1.9 x 1,9 cm) device. The device uses an
infra-red camera to perform eye detection and tracking. The device has a 20ms
response time and 0.5–1 degree accuracy range. The device is operational at
the range of 45–75 cm from the camera. The device should be positioned above
or below the monitor. In our experiments, we positioned the device below the
computer monitor. The device is attached to the computer by using the USB3
port. An image illustrating the device can be seen in Fig. 5.2.

2. The Sip/Puff Breeze device developed by Origin Instruments has been used for
Sip/Puff experiments. The device is connected to a computer over the Universal
Serial Bus (USB) port and is recognized by the operating system as a Human
interface device (HID) device. The device can generate computer mouse left
and right button click actions.

3. A conventional laptop computer microphone was used to record speech com-
mands. A standard English language model from the PocketSphinx package
was used to recognize the participant’s voice commands. The recognizer dic-
tionary has been limited to two words (‘Next’ and ‘OK’) to improve the recog-
nition accuracy.

The developed multifunctional user interface has been used during the system eval-
uation. We used two different interfaces during the evaluation, namely, selection from
the list, and text input. The example of the text input screen in provided in Fig. 3.7.
The screenshot of the list selection screen can be seen in Fig. 5.4.

5.2. Multifunctional user interface experiments

This section describes the experiments performed to evaluate the performance of
the multifunctional user interface architecture. The first experiment tested how effi-
ciently each participant used each device. This was followed with a multiple device
experiment. More specifically, we tested the hypothesis that using multiple devices
simultaneously can improve the system usage efficiency. A more detailed experiment
description can be found in [Gelšvartas et al., 2015].

5.2.1. Multifunctional user interface experimental setup

In all the experiments, the developed UI was presented to the users. The partic-
ipants were given sufficient time to learn to use the system and ask questions. This
time was given to the participants each time they used a new device. This introductory
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Figure 5.2. The eye tracking device Eye Tribe.

Figure 5.3. The Sip/Puff device from Origin Instruments Sip/Puff Breeze.

period was around 5 minutes per device for all the participants. When asked, all the
participants indicated that the time given to learn to use the system was sufficient.
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Figure 5.4. A screenshot of the list selection interface. At the start for the program,
the first element in the list is selected. During the experiments, the users were asked to
select cell number 12.

In the first experiment, the users were presented with a four-times-four grid, where
each grid cell represented an action that they could select. The participants were asked
to always select grid cell number 12. This means that the participants had to perform 11
actions to select the next grid element, and 1 action to select the desired element (except
for the eye tracker where the selection is done by gazing into the desired element). Each
participant used three devices, namely, Sip/Puff, SpeechRecognizer and EyeTracker.
The experiment with each device was repeated 10 times resulting in 30 data points per
participant. All the eleven participants performed this experiment.

The second experiment tested several devices simultaneously. This experiment
used a text input task. The participants were asked to input the word ‘chest’. Each
participant was asked to input the same phrase by using three device configurations,
namely, Sip/Puff, EyeTracker+Spi/Puff, and SpeechRecognizer. When using Eye-
Tracker+Spi/Puff, each device was used to provide one of the necessary input channels.
The eye tracker was used to move between keys, and the Sip/Puff to select the desired
key. The T9 keyboard layout was used during the experiments. This experiment in-
volved nine participants. Two participants from the study group did not participate
in this experiment because the EyeTracker device did not work for them. We present
more details in the section below.

The results of the experiment were evaluated on the basis of two criteria, namely,
the time it took for the participant to input the desired actions (input time), and the
number of errors that were made by the user while inputting the actions. The input
time is a convenient way of comparing different input devices. However, measuring
only the input time is not sufficient, because we may face situations where two devices
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indicate the same input time for different reasons. For example, one device can have a
big input time because generating each device signal takes a long time, while another
device can be much faster at generating signals but often produce erroneous signals.
Therefore, we also measure the number of errors made by the user when inputting the
test actions. Each action selection experiment is finished once a participant has selected
one element. For the text input experiment, the participants are asked to correct any
errors that they have made while inputting the text.

5.2.2. User interface experiment results

In the first experiment, each participant used three devices to select the same four-
times-four grid cell. Each of the eleven participants repeated every experiment 10
times. This resulted in 330 data points in total. The average per participant/device
input times and error rates can be seen in Fig. 5.5. This figure also contains the per-
device input time and the error rate averaged over all of the participants. More detailed
data of this experiment is provided in Appendix A.

We can see that Speech recognizer had the longest overall input time, but the par-
ticipants made the fewest errors with this device. Sip/Puff device had a better input rate
but with more input errors. Finally, eye tracker had the shortest average input time, but
the participants made most errors overall when using this device. We should note that
experiments where participants selected an incorrect action are not counted towards
the average experiment input time.

When looking at each device in more detail, we can see that all the participants
were able to use both Speech recognizer and Sip/Puff device. We observed that Speech
recognizer did not work well for one participant. In this case, the participant was saying
the correct control commands, but they were not recognized by the system. Similarly,
one participant had issues when using Sip/Puff device. The participant tried to issue a
Sip command, but the device often issued also a Puff command after some Sips.

We have also observed that the eye tracking device was not working stably for
some participants. In these cases, the tracked eye coordinates jumped significantly,
resulting either in a long input time or an incorrect action being selected. When using
the eye tracker, the participants had to gaze at the desired action for 4 seconds to select it
(this 4 second minimal time is indicated in Fig. 5.5e with the red line). There were two
participants who could not use the eye tracker device at all. The participants positioned
correctly in front of the device, but it failed to detect the participants’ eyes completely.
For these participants’ the error rate was set to 10 (equal to the number of experiments),
and the input time was not calculated.

This experiment demonstrates that it is very useful to have a system with multiple
input devices. We observed that some users got frustrated when one of the devices
was not working for them. This usually led to more errors by that user for the specific
device. Such scenarios usually led to the system being rejected by the user after the
initial trial. Another observation is that the users preferred more efficient devices even
when this led to more errors. This hints that it is worth to implement error recovery
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scenarios in the UI and recommend the most efficient device for the users. Overall, each
participant was able to use at least one of the tested devices efficiently. This clearly
demonstrates the advantage of the multiple device assistive UI that can be adapted to
each individual user.

The second set of experiments was successfully carried out in three use cases,
namely, sip/puff, speech recognizer, and eye tracker + sip/puff. A comparison of the
input times of the tested devices is provided in Fig. 5.6.

The SpeechRecognizer has the highest input time because the participant has to
pronounce the full word; the processing time of the recorded sound is also high. The
input time when using the Sip/Puff switch was significantly lower. The Sip/Puff switch
has a minimal processing time; performing sips and puffs is also much faster than
pronouncing words. The participants managed to further improve the input time by
using the combination of the eye tracker and the Sip/Puff switch. When using the
Sip/Puff switch and the SpeechRecognizer, the participants had to move through the
whole list of letters if the next letter they had to enter preceded the current letter. The
eye tracker gaze coordinates allowed the participants to jump straight to the next letter.
This improved the input time in the case of the EyeTribe+Sip/Puff.

The average error rate when performing the text input task is provided in Fig.
5.7. The SpeechRecognizer had the smallest error rate. The few errors that occurred
when using this method happened when the recognizer predicted incorrect words. The
SpeechRecognizer had to distinguish only between two words; the incorrect recog-
nitions were therefore rare. The Sip/Puff and the EyeTracker+Sip/Puff devices had
significantly higher error rates than the Speech recognizer. The Sip/Puff device errors
usually occurred when the participants tried to input the words very quickly and acci-
dentally jumped over several keys. The errors of the EyeTracker+Sip/Puff, on the other
hand, were usually caused by accidental blinks or a distracted gaze while selecting the
keys. However, participants managed to correct these errors much faster than those
using the other input devices.

Combining several assistive devices offers even more system adaptation possibil-
ities. This has a benefit of potentially making the system suitable for a larger user
group. Finding the best device combination for each user would become complicated.
Additional strategies will have to be developed to make this process as efficient as
possible.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.5. The device input time and error rate per participant and averaged for all
devices. (a,b) Speech recognizer input time and error rate for each participant; (c,d)
Sip/Puff input time and error rate for each participant; (e,f) Eye tracker input rate and
error rate for each participant; (g,h) device input time and error rate averaged over all
of the participants.
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Figure 5.6. Comparison of the input time of the different devices.

Figure 5.7. The average number of errors performed when using the devices.
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5.3. Projection mapping experiments

The usability of the proposed projection mapping user interface has been evaluated
in this section. The UI has been used for tabletop object selection.

5.3.1. Projection mapping experimental setup

Object selection UI was evaluated by using a Post-Study System Usability Ques-
tionnaire (Post-Study System Usability Questionnaire (PSSUQ)). For this experiment,
we used a popular PSSUQ described in [Lewis, 1995]. The system usability study was
prepared according to the guidelines presented in [Rubin and Chisnell, 2008]. Projec-
tion mapping does not introduce any new functionality to the developed UI but presents
information already available in the system in a new way. PSSUQ is therefore the best
way to evaluate projection mapping UI.

Eleven participants were asked to use the UI to select one of the three cans placed in
front of them on a table top surface. Each individual used the system three times with a
sip/puff device for action input. After the experiment, each individual was asked to fill
up the system usability questionnaire containing 16 questions. Each question was given
a score from 1 to 7, where 1 means the user strongly agrees with the statement, and 7
means strong disagreement. The score scale was chosen according to the questionnaire
authors’ recommendations. One question was excluded from the questionnaire since
it is related to system documentation, and our system is only a prototype.

This thesis evaluated only the usability of the proposed projection mapping UI.
The main purpose of this UI is to present the object detection algorithm results in a
more natural way. Therefore, we have not presented the object selection time exper-
iments. Moreover, sip/puff device command generation time is independent from the
used information presentation method. Measuring this input time would not provide
any additional insight into the system usability. We have also confirmed that there
was no significant time difference when selecting the item presented with projection
mapping versus selecting the same item from a list presented on a computer screen.

The question scores have been divided into three categories, namely, positive, neu-
tral, and negative. The positive scores ranged from 1 to 2, neutral scores from 3 to 5
and negative from 6 to 7. This score scale division was performed to make it easier to
interpret and summarize the study results. Ideally, we would like all of the questions
to be evaluated positively. Negatively evaluated questions would show the aspects of
the system that should be improved first. Enhancements of these system aspects would
significantly improve the system usability.

Projection mapping UI implementation used during these experiments did not in-
clude the proposed camera control and stereo matching algorithm. These algorithms
have been evaluated separately in the subsequent sections. Stereo matching and cam-
era control algorithms will be integrated into the projection mapping UI in the future
system implementations.
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5.3.2. Projection mapping results

During the experiments each participant was asked to rate all the statements. The
results are provided as average score ± standard deviation (STD). The confidence in-
tervals (CI) at 95% confidence level are also provided with the results. The user ex-
perience questionnaire results are presented in Table 5.2. Overall, the interface has
been assigned positive or close to positive scores by the participants. The majority of
the participants learned how to use the system very quickly. As expected, the survey
revealed that the interface lacks error handling functionality. This was expected as the
interface currently is a prototype, and little attention has been put into error handling
scenarios. These limitations will be addressed in further system developments.

Table 5.2. Table containing projection mapping UI user experience questionnaire and
results.

Questionnaire statement
Average
score ±
STD

CI

Overall, I am satisfied with how easy it is to use this system. 1.82± 0.39 0.23
It was simple to use this system. 2.36± 0.77 0.46
I was able to complete the tasks and scenarios quickly while
using this system. 1.55± 1.23 0.73

I felt comfortable while using this system. 4.00± 2.00 1.18
It was easy to learn to use this system. 2.00± 0.43 0.25
I believe I could become productive quickly while using this
system. 3.91± 0.67 0.39

The system gave error messages that clearly told me how to
fix problems. 6.09± 0.90 0.53

Whenever I made a mistake while using the system, I could
recover easily and quickly. 5.91± 0.79 0.47

The information (such as online help, on-screen messages and
other documentation) provided with the system was clear. N/A N/A

It was easy to find the information I needed. 2.09± 0.51 0.30
The information was effective in helping me complete the
tasks and scenarios. 1.55± 1.72 1.02

The organization of information on the system screens was
clear. 1.27± 0.62 0.36

The interface of this system was pleasant. 3.27± 2.26 1.34
I liked using the interface of this system. 2.73± 1.81 1.07
This system has all the functions and capabilities I expected it
to have. 2.36± 1.30 0.77

Overall, I am satisfied with this system. 1.91± 0.51 0.30
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The PSSUQ did not reveal any significant gender-related differences. Age-related
differences, on the other hand, were more significant. Overall, the younger participants
tended to rate the system more positively. Meanwhile, the older participants found the
UI less intuitive. Moreover, some older participants indicated that projector-generated
UI is sometimes difficult to see. This was one of the main reasons contributing to the
lower scores by the older participants.

The results indicated that some participants were not comfortable in using the sys-
tem. When asked, the users mainly indicated that they were not comfortable in wearing
the Sip/Puff assistive device. The experiment had to be performed in a non-brightly
lit environment, and this was another reason contributing to user discomfort. Produc-
tivity was also indicated as being non-optimal by some users. The main suggestion
for improvement from the users was trying to use a different assistive device. Speech
recognition was indicated as one of the possible improvements. This would require im-
plementing a speech recognizer that is able to recognize all of the types of objects that
can be detected by the object detector. This would also require implementing recogni-
tion of the command to distinguish between to objects of the same class (e.g., cup on
the left). Lastly, the interface appearance rating has also received some negative feed-
back. The main suggestion for corrections was trying to play animations to highlight
the objects instead of just highlighting the object with a single color.

5.4. Camera control experiments

This section presents experiments performed to study the camera parameter re-
lationships and the proposed cascade camera controller. The camera control algo-
rithm performance has been evaluated by comparing it to the performance of the
manufacturer-provided automatic control mode. This section contains the detailed ex-
perimental setup and results description. The proposed algorithm is used in the stereo
matching pipeline described in this thesis.

5.4.1. Camera parameter relationships

This thesis raises a hypothesis that camera parameters are not independent. This
means that the change in one of the camera parameters can affect the behavior of other
parameters. Well understood parameter dependence can be used to develop and tune
more efficient camera control algorithms. A series of experiments were, therefore,
performed in order to measure the camera parameter interdependence.

The experiments were performed with a camera facing a white wall. PointGrey
Flea3 (FL3-U3-13E4C-C) with a Tamron (8mm, 1: 1.4,�25.5) lens was used during
all the experiments. During all the experiments, only two camera parameters were
changed at a time. Three experiments have been performed in total, and they measured
how the shutter speed is affected by scene luminance, aperture, and sensor gain. During
all the experiments, the first one of the three parameters (luminance, gain, aperture) has
been fixed at a certain value, and then the shutter speed parameter has been changed
in the interval (0, 0.025) s with the step size of 0.001s. The camera image is captured
for each value of the shutter speed, and Hct value is calculated.
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Figure 5.8. Experiments demonstrating scene luminance effects on shutter speed.
Three different scene lightness levels were used, namely, bright (blue), medium (red)
and dark (yellow).

The first experiment measured the scene luminance and shutter speed dependence.
Three different scene luminance scenarios were used, namely, bright, medium, and
dark. The aperture was set to f/4 and gain to 12dB. The experiment results are illus-
trated in Fig. 5.8. We can see that all the shutter speed curves are almost linear. The
non-linearities start to become significant at extreme Hct values, where the amount of
overexposed and underexposed pixels increases rapidly. We can clearly see that dif-
ferent luminance values do not change the shape of the Hct curve and only change the
curve slope.

The second experiment measured the aperture and shutter speed dependence. Three
different aperture values were used, namely, f/2, f/4 and f/8. The scene luminance
was set to medium brightness, and gain to 0dB. The experiment results are illustrated
in Fig. 5.9. The resulting Hct curve is very similar to that observed when changing the
scene luminance. A wider aperture (f/2) produced a steeper slope Hct curve.

The third experiment measured the sensor gain and shutter speed dependence.
Three different gain values were used, namely, 0dB, 12dB and 24dB. The scene lu-
minance was set to medium brightness, and aperture to f/4. The resulting Hct curves
can be seen in Fig. 5.10. Again we observed the same effect that increasing the sensor
gain increases Hct curve slope.

We can see that all of the above described experiments produced very similar re-
sults. This is not surprising because in practice changing the aperture and sensor gain is
equivalent to ‘increasing the amount of light’ available in the scene. Another important
observation is that ‘increasing the amount of light’ always makes the Hct curve steeper.
This means that the smaller shutter speed value changes have a more significant effect
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Figure 5.9. Experiments demonstrating aperture effects on the shutter speed. Three
different apertures were used, namely, f/2 (blue), f/4 (red) and f/8 (yellow).

Figure 5.10. Experiments demonstrating aperture effects on the shutter speed. Three
different sensor gain values were used, namely, 0dB (blue), 12dB (red) and 24dB
(yellow).
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on the image exposure when the scene is brighter. In this situation, a controller with
a smaller gain should be used to make sure that the controlled image exposure does
not oscillate around a set point. On the opposite, when the scene is dark, big shutter
speed adjustments will not have a significant effect. Here, a controller with a higher
gain value can be used. This observation is very important and is taken into account
when designing the camera control algorithm.

5.4.2. Camera control experimental setup

The experiments were performed by using PointGrey Flea3 (FL3-U3-13E4C-C)
USB camera with a Tamron (8mm, 1: 1.4,�25.5) lens. The lens aperture was set to
f/4. Two experiments have been performed, one with the proposed camera control
algorithm, and another with the automatic shutter speed and gain control of the camera
manufacturer. This experiment measured Hct for each captured frame. The camera
images were recorded every 0.15s (i.e., the camera was running at ∼ 6.66Hz)

This experiment measures how fast the camera can adapt to the rapid lighting
changes. To make the experiments comparable, the following procedure has been used:

1. The camera has been set stationary in front of the outdoor scene with very bright
direct sunlight.

2. The camera lens was covered with the lens cap. This ensures that no light is
entering the camera sensor.

3. Enough time is given so that both the camera shutter speed and the gain reach
the maximal values. At this point, the measured Hct = 0 because no light is
entering the camera. Moreover, the camera parameters stabilize at maximal
values.

4. The lens cap is removed. At this moment, Hct changes from 0 to 255, and the
camera control algorithm starts to adapt to the changed lighting conditions.

5. The Hct values are recorded until the camera stabilizes around the target
Htarget

ct .

The camera built-in algorithm is closed source, and can only be controlled through
the parameters exposed in the manufacturer’s camera control console. It is not possible
to adjust the Htarget

ct parameter of the PointGrey built-in algorithm. In fact, we cannot
guarantee that PointGrey is using exactly this parameter to determine the image expo-
sure. On the other hand, the current Hct value can be measured for both algorithms. To
make it easier to compare both algorithm performance results, the following procedure
has been used:

1. The PointGrey built-in algorithm has been used, and Hct value recorded.

2. The Hct where the PointGrey algorithm settled after adapting to the lighting
conditions was used as a Htarget

ct value for the proposed algorithm.
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3. The proposed algorithm experiment was performed with this Htarget
ct value.

Two properties of the algorithms are studied in the course of this experiment,
namely, the time it takes for the camera to settle to the target value, and the stability
of the algorithm. Previous experiments showed that camera control is more sensitive
when more light is entering the sensor. This is the main reason why a very bright scene
was used during this experiment.

5.4.3. Camera control results

The described experiment has been performed both using the proposed camera con-
trol algorithms as well as the camera algorithm provided by the manufacturer. The
results of the camera control algorithm experiments are presented in Fig. 5.11. Both
experiments were aligned so that the time of the lens cap removal would match ex-
actly. The lens cap was closed from 0s until 0.6s. At time value 0.75s, the lens cap
is removed, and Hct value jumps to the maximal value of 255. For some time, both
algorithms produce the maximal Hct value. During this time, the camera parameters
are being adjusted by the camera controller, but they do not affect the measured image
exposure. After this time, the image exposure starts to change until it settles around
the set point value. The Htarget

ct measured with the manufacturer’s software was deter-
mined to be 66.7. This Htarget

ct has been set for the proposed algorithm, and the Hct

settled at exactly this value.

Figure 5.11. The camera parameter control algorithm efficiency experiments. Man-
ufacturer’s camera control algorithm (blue), and proposed camera control algorithm
(red).

The experiment clearly shows that the presented algorithm converges faster to its
set point. More precisely, the proposed algorithm converged in 1.5s, whereas the man-
ufacturer’s algorithm converged in 3.45s. The proposed algorithm is therefore ap-
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proximately two times faster than the manufacturer’s algorithm. We can see that the
proposed algorithm overshoots before settling around the set point. This is the result
of non-ideally tuned camera control algorithm gain parameters. The algorithm used
during the experiments only used the proportional gain of the PID controller. The al-
gorithm behavior could further be improved by better parameter tuning. Automatic
parameter tuning strategies could be used to perform parameter tuning. The manufac-
turer’s algorithm, on the other hand, is closed source, and no parameter adjustments
can be performed. Another advantage of having a separate camera control algorithm
is that its Htarget

ct can be adjusted depending on the exact case of use.
The proposed algorithms are also relevant when developing a custom stereo vision

camera. In this situation, image exposures of both cameras should be identical in order
to accurately perform stereo matching. When using an external camera control algo-
rithm, the parameters can be calculated only for one camera and set to both cameras at
the same time. The manufacturer’s algorithm could set different camera parameters to
each camera, which results in differently exposed images.

5.5. Stereo matching experiments

This section describes the proposed stereo matching algorithm evaluation experi-
ments. The output of the stereo matching algorithm can be used for object detection.

5.5.1. Stereo matching experimental setup

All the experiments were performed on a NVIDIA’s Jetson TK1 development
board. The evaluated algorithms only use CPU computations, and the GPU proces-
sor was not used. The performance of the CPU cores was maximized by disabling the
CPU power saving functionality. The board was powered by using the default power
adapter provided in the development kit. The Linux for Tegra R21.4 operating system
provided by NVIDIA was used. During the experiments, only the disparity evaluation
algorithm process was running. Each experiment was started via a Secure Shell SSH
connection to the board.

Cyclops was compared with two high frame rate algorithms, namely, SGBM and
ELAS. These algorithms are at the top of the Middlebury Stereo Evaluation when eval-
uated according to the algorithm computation time. Both of these algorithms have
publicly available implementation source codes. We used the ELAS algorithm imple-
mentation provided on the authors’ website as well as the SGBM algorithm implemen-
tation provided with OpenCV library version 3.1. The algorithms were evaluated by
using the tools and images provided by the Middlebury Stereo Dataset version 3. The
evaluation was performed only on 15 training images from the Middlebury Dataset.
Both ELAS and SGBM algorithms were configured to have the same parameters as
those used in the Middlebury Stereo Dataset. The SGBM algorithm was configured to
use the ‘Full DP’ parameter set to false, as this runs the faster version of the SGBM
algorithm. ‘Full DP’ parameter enables the full-scale two-pass dynamic programming
algorithm that consumes more memory and is slower.

Cyclops first extracted the MSER regions on sub-images whose width was set to
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hsub = 50 pixels (px). Each extracted MSER region was normalized to an If image
whose size was fixed at 50px×50px. The region intersection threshold used during the
matching step was set to 0.9. Finally, the maximal SAD threshold was set to 120000.

The algorithms were evaluated by using the following criteria:

1. Algorithm computation time. This was measured without taking into account
the time taken to load the input images and save the result disparity image.
The computation time was calculated for each image individually. The results
section provides the average algorithm computation time per image in seconds.

2. The total memory usage of the process that was executing the stereo match-
ing algorithm. This experiment was performed on the Vintage stereo image
pair from the Middlebury Stereo Dataset. The measurements were obtained by
using the Massif tool from the Valgrind profiler available in the Ubuntu distri-
bution.

3. The percentage of bad pixels whose disparity error is greater than 2.0. The
provided measure is the average percentage of bad pixels per image.

4. The percentage of invalid pixels per image. These are pixels where the stereo
matching algorithm was not able to estimate the disparity value. The provided
measure is the average percentage of invalid pixels per image.

5. The average error of bad pixels per image. The average disparity value error of
pixels that have been classified as bad pixels.

The algorithms were evaluated by using three different resolution image sets,
namely, full, half and quarter resolution images. The full resolution images have the
size of up to 3000× 2000 pixels, and the maximal disparity values of up to 800 pixels.
The Middlebury dataset provides the maximal disparity values of each image individ-
ually. Half resolution images are two times smaller with up to 1500× 1000 pixels and
no more than 400 disparity values. The quarter resolution images are again two times
smaller than the half resolution images. In the provided results, the used resolution is
indicated by adding an underscore and a letter to the algorithm’s name. Letter Q indi-
cates quarter resolution images, H stands for half resolution images, and F represents
full resolution images. For example, the SGBM algorithm that was run by using the
half resolution images would be shown as SGBM_H.

5.5.2. Stereo matching results

The most important criteria used to evaluate the algorithms is the algorithm com-
putation time. Cyclops algorithm reduces the search space and is therefore expected
to reduce the computation time. The computation time results can be seen in Fig. 5.12.

All the algorithms processed quarter resolution images in very similar computation
times. The computation time of the SGBM and ELAS algorithms rapidly increases to
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Figure 5.12. The average algorithm computation time per image, seconds.

almost 10 seconds for H images and more than 40 seconds for F images. The compu-
tation time of the Cyclops does not increase that significantly. The Cyclops algorithm
is approximately two times faster than SGBM and ELAS for half resolution images.
For full resolution images, the speed up is even more significant, approximately three
times faster than ELAS and four times faster than the SGBM algorithm.

The percentage of the time spent on algorithm steps is shown in Table 5.3. Cyclops
spends more than 50% of computation time detecting MSER regions and more than
40% on computing disparity image values. This experiment was performed on the F
resolution Vintage stereo image pair. Other image pairs and resolutions showed similar
results. MSER regions can be detected in linear time [Nistér and Stewénius, 2008].
This is the main reason why the Cyclops computation time increases slower compared
to ELAS and SGBM.

Table 5.3. Percentage of time spent on algorithm steps.

Algorithm step Percentage of total time spent, %
MSER detection 50.18
Normalization 5.18
Matching 0.81
Disparity computation 43.83

The Cyclops algorithm not only shows a smaller algorithm computation time but
also reduces the overall memory usage of the algorithm. This was tested on Vintage
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stereo image pair images. The results of the algorithm memory consumption are shown
in Fig. 5.13.

Figure 5.13. Algorithm total memory consumption, megabytes.

Overall, the Cyclops algorithm used less memory to process H and F resolution
images. Overall, the ELAS algorithm exhibited more than 40% higher memory con-
sumption. All the algorithms used almost the same amount of memory for Q resolu-
tion images. On H resolution images, Cyclops uses less memory than either SGBM
or ELAS. This reduction in memory usage is even more significant on F resolution
images, namely, 68.6% less memory than ELAS and 32.3% less memory than SGBM.
Detailed results of the computation time and memory consumption are provided in
Table 5.4.

Next, the average percentage of bad and invalid pixels in the produced disparity
images is evaluated. The results of this experiment are shown in Figure 5.14.

The SGBM algorithm had a similar percentage of bad pixels across all the three
resolution images. The percentage of invalid pixels increased approximately by 6%
and 11% with the increasing resolution. The main reason is probably the fact that the
algorithm parameters were constant across different resolution images. Changing pa-
rameters for different resolution images might change the results. The results provided
for these algorithms in the Middlebury dataset use constant algorithm parameters.

The ELAS algorithm contained no invalid pixels because the default algorithm pa-
rameters for the Middlebury dataset performed disparity image hole filling. There was
one exception where a full resolution image contained a single invalid pixel region that
was not filled by the algorithm. The cause of this inconsistency was not investigated
further. The percentage of bad pixels of the ELAS algorithm was slightly larger (4.7%)
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Table 5.4. Algorithm computation time (seconds) and memory consumption
(megabytes).

Algorithm name Time, seconds Memory consumption, megabytes
Cyclops_Q 1.08 67.17
Cyclops_H 4.2 81.66
Cyclops_F 16.22 130.68
SGBM_Q 1.01 66.36
SGBM_H 8.82 91.73
SGBM_F 69.67 193.07
ELAS_Q 1.99 76.51
ELAS_H 9.37 138.27
ELAS_F 47.04 416.02

Figure 5.14. Average percentage of bad pixels whose error is larger than 2.0 (blue)
and average percentage of invalid pixels (orange).

than SGBM and increased by 5% and 9% for higher resolution images.
The Cyclops algorithm has a high percentage of invalid pixels. There are two main

reasons for this. First, the detected MSER regions do not cover large untextured re-
gions. This problem was partially addressed by dividing the image into sub-images.
Second, no post processing or hole filling algorithms were used to cover the invalid
pixel areas. Adding such post-processing algorithms would lower or eliminate the
invalid pixels but could also potentially increase the percentage of bad pixels. The per-

108



centage of bad pixels of the Cyclops algorithm was higher than the SGBM and ELAS
algorithm for quarter and half size images. This metric did not change significantly for
different resolution images.

Another important metric for evaluating the stereo matching algorithm quality is
the average disparity error of bad pixels. The results of this evaluation are provided in
Figure 5.15.

Figure 5.15. The average disparity error of bad pixels.

Both SGBM and ELAS algorithm showed very similar disparity error values. All
the algorithms had an increasing disparity error when the image resolution increased.
The average disparity error of the proposed algorithm was higher than that of SGBM
and ELAS. The main source of error in the Cyclops algorithm in comparison with
SGBM was that it was used to estimate the final disparity values. The main cause of
this is that only the bounding boxes of the matched MSER regions are provided for the
SGBM algorithm. The MSER regions usually do not contain enough edges or texture
that could improve SGBM matching. This issue can be addressed by providing the
SGBM algorithm with regions that are larger than the MSER bounding boxes. An-
other potential solution is to use a more accurate stereo matching algorithm in the final
algorithm stage. The main purpose of the Cyclops algorithm is to reduce the search
space of the algorithm used in the final disparity evaluation stage. The reduced search
space makes it possible to use more advanced algorithms in the final disparity evalu-
ation stage and have high overall algorithm computation frame rates. Detailed results
are provided in Table 5.5.
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Table 5.5. Percentage of bad pixels whose error is larger than 2.0, percentage of invalid
pixels and average disparity error of bad pixels.

Algorithm name Bad 2.0, % Invalid, % Average disparity error, px
Cyclops_Q 23.87 59.45 8.69
Cyclops_H 27.46 59.31 15.16
Cyclops_F 24.98 66.55 29.81
SGBM_Q 10.54 11.81 1.72
SGBM_H 11.69 17.91 3.09
SGBM_F 12.67 29.19 6.52
ELAS_Q 15.26 0 2.18
ELAS_H 20.70 0 3.94
ELAS_F 29.70 0.52 7.77

5.6. Text predictor experiments

Text predictor experiments investigate whether a specialized text predictor might
be more efficient for disabled people. This predictor is compared to the standard gen-
eral purpose text predictor.

5.6.1. Text predictor experimental setup

The training data consisted of 439 statements (sentences) and 1056words, of which
420 are unique. The corpora statistics are provided in Fig. 5.16. Longer statements
usually describe full symptoms, for example, ‘reduced sensation in hands’. Short state-
ments, on the other hand, mostly describe feelings, for example, ‘weakness’ or ‘intense
pain’.

(a) (b)

Figure 5.16. The statistics of the training data corpora. (a) sentence length histogram
and (b) word length histogram.

The model was evaluated by using the same training data set because we only
expect the user to communicate about these topics. For each word in the sentence,
we measured the percentage of characters (POC) that had to be provided for the text
predictor before the predictor returned the correct word in the list of predictions. For
each evaluated word, the predictor was given up to n−1 words preceding the predicted
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word. This was done to make sure that the predictor can use the model with cardinality
n when calculating new word predictions.

The lowest possible POC for any given word is 0%. We get 0% POC when no
letters of a currently predicted word have been entered, and it is already shown in the
text predictor predictions list. The highest possible POC, on the other hand, is 100%. In
this case, all of the current word letters had to be entered, and it was still not returned
by the text predictor. We should note that the lower POC values are better. After
calculating the POC of each word in the test data set, we calculated the total percent of
characters (TPOC) for the text predictor by using the weighted average formula. Each
observation was weighted by the number of characters of that observation.

TPOC =

∑m
i=1 POCi × nchi∑m

i=1 nchi
(5.1)

Here, nchi is the number of characters of the i-th word, and m is the number of
words in the data set. We weighted the POC of each word according to the number of
characters of that word. This is done to show that the POC of 50% for a 6-character
word is better than the POC of 50% for a 2-character word. In the former case, the user
could avoid typing 3 characters, whereas, in the latter case, the user only avoids typing 1
character. We also calculated the standard deviation (STD) of the TPOC measurements
by using the weighted standard deviation formula.

STD =

√√√√∑m
i=1 nchi (POCi − TPOC)2

(M−1)
M

∑m
i=1 nchi

(5.2)

Here, M is the number of words used during the testing, namely, 1056. During
the experiments, we have also calculated confidence intervals (CI) at 95% confidence
level.

5.6.2. Text prediction results

Three different N-gram text predictors were used during the experiments. First, we
used the ‘standard’ N-gram language model that is provided with the Presage library
[Vescovi, 2004]. This is a general purpose language model that is trained by using
literature books. Second, this standard model was ‘adapted’ by using our specialized
training data set, i.e., the model was further trained with our data set. The last model
was a ‘specialized’ language model that was trained only on the specialized data-set.

Each model contains a data-set of all the unique N-grams that were extracted from
the training data-set. Training is performed by finding these N-grams and calculating
the number of their occurrences. This data can then be used during the prediction step.
We should note that the uni-gram model is only a database of all unique words and their
occurrence counts. All other N-gram models generate all possible permutations of n
words in each training sentence. For example, if we have a training sentence ‘constant
numbness of legs’, the following bi-grams will be generated: ‘constant numbness’,
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‘numbness of’ and ‘of legs’. If a generated N-gram already exists in the model, only
its count is incremented. The training of ‘adapted’ model is performed by adding new
unique N-grams to the model and incrementing the counts for the already existing N-
grams.

During the experiments, we calculate the POC for each word in the data-set. When
calculating the POC of the first word in each sentence, the letters of that word are
provided (one by one) until the predictor returns the word as one of predictions. For
example, if the current word is ‘spine’, and we had to provide ‘spi’ before ‘spine’
appears as one of the predictor outputs, then the POC of this word would be 60%. Up
to n − 1 words (here, n is the model cardinality) are provided as a context for the
predictor, but these words do not affect the POC of the current word. POC can also be
0% for some words. There are two situations when this might happen. First, when the
first word in a sentence is one of the most frequently found in the training data and is
always returned in a list of predictions. Secondly, when, given the context, a word is
predicted without providing any letters of that word.

One example sentence from the data-set is ‘sudden weakness in limbs’. This sen-
tence was queried by using the 3-gram model, and the number of the generated pre-
dictions was set to 3. For the first word, we need to provide ‘sud’ and ‘sudden’ was
among the three predictions resulting in the POC of 50%. For the second word, we
only had to provide ‘sudden’, and ‘weakness’ was predicted, i.e., POC equals 0%. ‘in’
also had POC of 0% after providing ‘sudden weakness’. The final word had a POC of
20%, i.e., ‘weakness in l’ was provided for the predictor. The TPOC for this sentence
would be 19.05%.

All the three models were evaluated by using the same specialized data-set. Each
text predictor was configured to calculate two to six predictions. We should note that
increasing the number of predictions will reduce the TPOC of the text predictor. How-
ever, it is preferable to have as few predictions as possible because it will make it easier
for the user to select the desirable prediction. We believe that providing only one pre-
diction or more than six predictions is impractical. The impact of the model type on
the TPOC result is shown in Fig. 5.17.

As we can see, the ‘standard’ language model had very high TPOC levels. Adapt-
ing the language model with the specialized training data-set improved the text pre-
dictor performance significantly. The difference between the ‘adapted’ model and the
‘specialized’ model was less significant. Nevertheless, the user would have to enter al-
most two times fewer characters while using the ‘specialized’ model compared to the
‘adapted’ model. We should note that, during these experiments, 3-gram model cardi-
nalities where used because this was the cardinality of the ‘standard’ language model.
The results of this experiment are summarized in Table 5.6.

Another set of experiments was performed to study the impact of the model car-
dinality. We trained five language models that had the cardinalities from 1 to 5. All
the models were trained and evaluated by using the specialized data-set. We should
note that, for example, a model of cardinality 3 internally also contains models with
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Figure 5.17. The TPOC of standard, adapted and specialized text predictors. Each
predictor was configured to return 6 to 2 predictions.

Table 5.6. Model type impact results.

Number of
predictions Measurement Model type

Standard Adapted Specialized

2
TPOC, % 81.05 26.9 15.31
STD, % 25.61 24.93 16.98
CI, % 1.54 1.5 1.02

3
TPOC, % 75.97 24.33 13.45
STD, % 27.05 23.41 15.39
CI, % 1.63 1.41 0.93

4
TPOC, % 74.81 22.93 12.29
STD, % 28.05 22.72 14.41
CI, % 1.69 1.37 0.87

5
TPOC, % 72 21.77 11.2
STD, % 29.66 22.08 13.61
CI, % 1.79 1.33 0.82

6
TPOC, % 70.89 20.85 10.72
STD, % 30.31 21.54 13.25
CI, % 1.83 1.3 0.8

all possible lower cardinalities. The results of these experiments are provided in Fig.
5.18.

As expected, increasing the model cardinality also improves its TPOC. The bi-
gram model had a significantly improved TPOC compared to a uni-gram model. The
3-gram model showed substantially lower improvement. Higher cardinality models
had almost no noticeable TPOC improvement. Detailed results are provided in Table
5.7.

This experiment clearly shows that expanding the model cardinality beyond 3 is
not practical. It is of course worth noting that the majority of phrases used in the
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Figure 5.18. The TPOC of five language models with different cardinalities.

Table 5.7. Model cardinality impact results.

Model
cardinality Measurement Number of predictions

2 3 4 5 6

1
TPOC, % 26.09 23.03 21.21 19.76 18.76
STD, % 16.41 14.18 13.52 13.02 12.59
CI, % 0.99 0.86 0.82 0.79 0.76

2
TPOC, % 16.31 14.28 13.01 11.8 11.23
STD, % 16.7 15.23 14.31 13.55 13.22
CI, % 1 0.92 0.86 0.82 0.8

3
TPOC, % 15.31 13.45 12.29 11.2 10.72
STD, % 16.98 15.39 14.41 13.61 13.25
CI, % 1.02 0.93 0.87 0.82 0.8

4
TPOC, % 15.21 13.39 12.24 11.15 10.7
STD, % 17 15.39 14.41 13.61 13.25
CI, % 1.03 0.93 0.87 0.82 0.8

4
TPOC, % 15.21 13.39 12.24 11.15 10.7
STD, % 17 15.39 14.41 13.61 13.25
CI, % 1.03 0.93 0.87 0.82 0.8

training data set contained 3-word phrases. It is therefore recommended to choose the
model cardinality by examining the training data. The sentence length histogram is a
convenient method to obtain this data. Using a cardinality higher than 3 is, however,
rarely necessary.

The final experiment examined how word lengths influence the performance of
the specialized text predictor. A specialized 3-gram text predictor was used during this
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experiment. The predictor was configured to only return two predictions. The test
data-set contained words that had variable lengths from 1 to 15 characters. We should
note that during this experiment, we calculated POC instead of TPOC, i.e., results were
not weighted by word lengths. The experiment results are shown in Fig. 5.19.

Figure 5.19. Word length impact on text predictor performance.

The experiment has demonstrated that the text predictor has a sufficiently good
performance even for words of various length. This shows that the user will be able
to type in long phrases efficiently. The POC curve jumps are caused by the varying
amounts of different length words present in the training data-set (see Fig. 5.16).

5.7. Experiments summary

This chapter presented the experiments performed in this thesis. The first section
describes the experimental methodology and the experiment participant group. The
presented experiments can be split into two categories, namely, experiments with par-
ticipants and experiments used to evaluate the performance of the proposed algorithms.

Participant experiments were used to evaluate the developed multifunctional UI
and projection mapping UI. All the remaining experiments were performed to evaluate
the proposed algorithms and involved no participants. Camera control experiments
used a PointGrey camera to evaluate the algorithm. The Middlebury Stereo Evaluation
data-set was used for stereo algorithm evaluation. Finally, a data-set generated from
medical questionnaires was used for the text predictor evaluation.
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6. CONCLUSIONS

1. This thesis contains a comprehensive analysis of already existing consumer
grade AT solutions and HCI methods. The majority of existing solutions are
intended for cases of single use. As a result, the user has to learn to use multiple
systems to perform different tasks. Moreover, the users would have to change
a system as their abilities change as well.

2. The limitations of the presently existing solutions have been addressed by de-
signing a multifunctional UI architecture optimized for system adaptability.
The proposed architecture was used to implement a multifunctional user inter-
face that integrates multiple assistive devices. The developed system has been
tested by 11 participants. Each participant used the system with a number of
assistive devices. The experiments revealed that device suitability varied sig-
nificantly among the participants. Some participants were not able to use some
devices, but every participant managed to use at least one device efficiently.
This confirms the advantage of a multiple device adaptive assistive system.
Moreover, the participants were able to use the system up to 60% faster with
two devices used simultaneously.

3. Automatic projection mapping is a novel, low-cost user interface for object
selection. This interface combines an RGB-D camera with a projector to cre-
ate a real time interactive UX. Main proposed method limitation is projected
view brightness in bright environments. These limitations can be addressed
with novel HMD devices as they are becoming more widespread. The pre-
sented algorithms are suitable for HMD devices. The projection mapping UI
has been implemented and integrated into the multifunctional user interface.
The experiment participants evaluated the current system by using the PSSUQ
questionnaire. The UI received an average score of 2.84 points on the scale of
1 to 7 (where 1 is the highest score).

4. The camera control algorithm adjusts the sensor gain and shutter speed param-
eters in real time. This algorithm is used to ensure the reliability of the image
processing algorithms. This thesis demonstrated that the camera image expo-
sure process is mostly linear when one of the controlled parameters is fixed. A
cascaded PID controller is used to control two output signals simultaneously.
The non-linearity stemming from the camera parameter interdependence was
eliminated by applying Proportional Integral Derivative (PID) gain scheduling
techniques. We have demonstrated that the proposed algorithm can adapt to
a sudden lighting change in 50% amount of time taken by the manufacturer-
provided camera control algorithm. Further algorithm performance improve-
ments could be achieved by using automatic PID tuning techniques.

116



5. A stereo camera is used for environment sensing and object detection. Such a
camera is not sensitive to direct sunlight and can produce high resolution depth
images of the environment. This thesis has presented an efficient stereo match-
ing algorithm suitable for embedded computers. The proposed algorithm com-
putes depth images up to two times faster than state-of-the-art efficient stereo
matching algorithms. At the same time, this algorithm uses at least 32% less
memory compared to the other evaluated algorithms. Future algorithm devel-
opments will concentrate on reducing disparity errors produced by the second
stage of the algorithm.

6. Text predictors are used to reduce the text input time. This thesis has demon-
strated that a conversation-specific text predictor is more efficient than a gen-
eral purpose text predictor. The proposed specialized predictor has been trained
by using a data-set created from medical questionnaire questions. This predic-
tor works up to 60% more efficiently than the standard text predictor. This
approach can be used to create several topic-specific predictors and switching
them during the system operation.

7. The proposed algorithms have been integrated into a multifunctional UI that
enables users to perform novel tasks. In recent years, the amount of internet-
connected devices has grown significantly. Such devices can be integrated into
the proposed system and enable users to perform more tasks independently. It is
recommended to choose the combination of devices for each user individually.
This combination should be constantly updated as the users’ abilities change.
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A. APPENDIX

In this section, we present the detailed results of the multifunctional user interface
experiments presented in Section 5.2. The mean, Standard deviation (STD) and the
confidence intervals (CI) at 95% confidence level of device input times averaged over
all of the experiments are provided in Table A.1. More detailed information for each
participant is provided in Table A.2.

Table A.1. Device input time average over all of the experiments.

Experiment Measurement Device
Speech recognition Sip/Puff Eye tracker

Average over
all participants

Mean time, s 34.09 12.94 9.50
STD, s 17.85 6.71 14.21
CI, s 3.34 1.25 2.66
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Table A.2. Per-user statistics of the input time for each device.

Participant Measurement Device
Speech recognition Sip/Puff Eye tracker

1
Mean time, s 29.44 12.08 8.88

STD, s 6.12 1.60 4.44
CI, s 3.80 0.99 2.75

2
Mean time, s 26.78 12.73 24.14

STD, s 10.60 1.52 32.16
CI, s 6.57 0.94 19.94

3
Mean time, s 42.25 10.76 4.72

STD, s 24.99 5.28 0.81
CI, s 15.49 3.27 0.50

4
Mean time, s 39.28 10.64 4.20

STD, s 3.47 0.54 0.27
CI, s 2.15 0.34 0.17

5
Mean time, s 20.28 8.43 4.31

STD, s 1.39 0.37 0.17
CI, s 0.86 0.23 0.10

6
Mean time, s 60.66 8.91 7.63

STD, s 36.95 1.73 3.69
CI, s 22.90 1.07 2.29

7
Mean time, s 28.20 20.66 N/A

STD, s 4.30 12.14 N/A
CI, s 2.67 7.53 N/A

8
Mean time, s 40.82 13.04 10.73

STD, s 18.20 1.38 15.44
CI, s 11.28 0.85 9.57

9
Mean time, s 35.84 11.72 7.47

STD, s 15.38 0.73 6.24
CI, s 9.53 0.45 3.87

10
Mean time, 30.26 12.89 26.04

STD, s 4.33 0.84 22.20
CI, s 2.68 0.52 13.76

11
Mean time, s 35.91 26.84 N/A

STD, s 5.25 11.09 N/A
CI, s 3.26 6.87 N/A
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