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Abstract. Text has become one of the widest means of communication on mobile devices due 
to cheap rate and convenience for instance short text, web document, emails, instant messages. 
The exponential growth of text documents shared among users globally has increased the threat 
of misclassification associated with mobile devices such as Spam, Phishing, License to kill, 
Malware and privacy issues. Existing studies have shown that the major problem associated 
with text message classification is the poor representation of feature thus reducing accuracy 
and increasing f-measure rate. Thus, a modified Genetic Algorithm (GA) for improve feature 
selection and Artificial Immune System (AIS) algorithm was proposed for effective text 
classification in mobile short messages. The system will be deployed on an Android OS.  

1.  Introduction 
New generation mobile devices are smart media which add notable value to individual and corporate 
thereby increasing productivity [1]. The positive impact of mobile devices to users have made 
information literally available through digitized text such as SMS, emails, web pages, MMS, Instant 
messages, online advertisement, social media, etc. [2]. On this note, classifying text is a major 
concern, as lots of activities are migrating from conventional computer based-platform to the mobile 
device-platform [3]. Text classification (TC) is the act of assigning text documents to a predefined 
category [4] as depicted in Figure 1while Feature Selection (FS) is the most vital and crucial 
techniques in data pre-processing for text classification systems. 

FS technique has become an essential element in machine learning process [5][6] with its main 
focus on minimizing datasets spatiality through choosing the most distinguished features thereby 
improving classifier performances [7]. The significant drawback of TC include: high spatiality of the 
feature space, increased computational cost, low accuracy, high F-score measure and performance 
degradation of existing short message spam filters [8][9]. Hence, improving feature selection method 
helps to choose right input features and removal of less predictive ones, thereby achieving optimal 
dimensionality reduction, improving learning result, efficiency and performance [10].  
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Figure 1: A typical text classification process 

 
Despite research efforts, there is still no definite solution to improve feature selection techniques in 

short messages hence, degrading the performance of existing text classification methods [11].The 
motivation of this study is based on the noisy and irrelevant features associated with text, less effective 
result of existing short text classifier [12], high computational complexity of existing classifier [13, 
14] thus making text classification an active research area. Therefore, there is an urgent need for an 
improved feature selection method to enhance effectiveness and efficiency of short text spam 
classification system. The rest of the paper is as follows: Section 2, detailed literature review. Section 
3 gave a broad description of the proposed methodology and Section 4 explained the proposed system 
implementation. The paper concludes with Section 5. 

2.  Literature Review 
Authors [7] presented an improved feature section using normalized difference measure for text 
classification. The performance of the proposed metric based on multinomial Naïve Bayes and SVM 
was compared with seven established metrics on seven datasets. Authors [15] proposed an 
evolutionary instance selection for text classification using biological-based genetic algorithm (BGA) 
while [16] presented a text classification filter for domain-specific search engines. The latter shows a 
reduction in quantity of annotated training data using cost-efficient filters while the former result 
shows that BGA outperforms five other classifiers based on largest dataset reduction rate and least 
computational time. Authors [4] improved text classification using semi-supervised clustering 
approach. The method uses labeled text for clustering and unlabeled text was used to adapt to 
centroids. 

Authors [17] presented an effective integrated learning framework for summarizing and 
categorizing text using pseudo-relevance feedback method while [2] proposed a term-based 
discrimination information space for text classification. The former adopts a binary independent model 
using query weighting method and category-based smoothing method for solving sparsity in data 
issues. [18] proposed a method to reduce dimensionality in text representation based on clustering 
document using Hidden Markov Model (HMM). The proposed method was applied to kNN and SVM 
classifiers and it outperforms method based on information gain. [19] compared different term 
weighing scheme ranging from Term Frequency/ Inverse Document Frequency (TF-IDF) to Term 
Frequency/ Inverse Gravity Moment (TF-IGM). Authors concluded that their scheme performed better 
when comparing with the popular TF-IDF using SVM and kNN classifiers. 

Authors [20] proposed a modified frequency-based term weighting schemes on SVM and kNN 
classifiers while authors [21] exploited the efficiency and effectiveness of NB solutions. The latter 
proposed four lazy semi-NB approaches to overcome the problems of over-fitting. Authors [22] 
presented an efficient text classification scheme for clustering using similarity measure for text 
processing (SMTP). The result gave a better accuracy when compared with other similarity measure 
such as Euclidean distance, cosine and dice coefficient. While [23] proposed a text classification 
method based on self-training and LDA (ST LDA) in a semi-supervised manner. Their result shows 
that combining the proposed method with NBMN gave a better accuracy and it can help in text 
classification with small set of labeled instance. 
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3.  Proposed Design Methodology 
This study proposed an evolutionary system based on modified genetic algorithm and Artificial 
Immune System for improved feature selection model for short text classification thus developing a 
lightweight obfuscation resilient system. The modified genetic algorithm is designed for creating 
word-clusters model which will enhance an effective text classification as against the conventional 
Term Frequency (TF), Term Frequency/ Inverse Document Frequency (TF-IDF), Information Gain 
(IG), etc. 

3.1.  Data Collection 
Based on existing recommendation on the need to build a more robust short text database to aid further 
future research in this area, a new dataset was collected for experimentation purposes consisting of 
42,020 text messages. For further validation of our work, we will be using UCI corpus, NUS corpus, 
Reuters-21578, spam email dataset, 20 newsgroup and YouTube spam comment databases.  

 
Table 1. Dataset for validation of the proposed method 

S/N Corpus Size (text) 
1 UCI (University of California, Irvine) 5,574 

2 SMS spam corpus v.0.1 (big) (NUS) 1,324 
3 Reuters-21578 21,578 
4 Spam email dataset 4,601 
5 20 newsgroup 20,000 
6 YouTube Spam comment 1,956 

 

3.2.  Proposed Methodology 
The proposed study is divided into four major modules which include the following and the flow 
diagram of the proposed system is shown in Figure 2. 

1. Innate immunity module 
2. Preprocessing module 
3. Feature selection module 
4. Classification module using Artificial Immune System 
 

3.2.1. Innate Immunity Module. This is the preliminary classification phase of the system and it 
utilizes the whitelist and blacklist techniques to determine whether a sender’s number is legit or not. 
Thus classifying the text into the appropriate category.  
3.2.2. Preprocessing Module. The pre-processing module involves the tokenization, removal of stop 
word and using porter stemming algorithm. 
3.2.3. Feature Selection Module. This study integrates a modified genetic algorithm for improving 
feature selection (mGA_FS). Considering constant obfuscation of keywords and the unstandardized 
acronyms associated with text messages, there is a need for developing a model that will understand 
the relationship between key features. The modified Genetic Algorithm adopts the heuristic nature of 
traditional GA based on natural selection from the population members, and tries to find high-quality 
solutions to large and complex optimization problems [15]. It aim is to improve feature selection in 
generating best population clusters. The mathematical expression for proposed GA is depicted in 
Figure 3. 

 
 
 
 



The 3rd International Conference on Computing and Applied Informatics 2018

IOP Conf. Series: Journal of Physics: Conf. Series 1235 (2019) 012021

IOP Publishing

doi:10.1088/1742-6596/1235/1/012021

4

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Flow Diagram of the Proposed System 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 3. A modified Genetic Algorithm (mGA_FS) 

3.2.4.  The classification module is based on Artificial Immune System Algorithm (AIS). This module 
adopts the AIS, a biological theory for observing immune principles, models and functions. It is based 
on three frameworks which include the vector representation, clonal selection, and affinity measure. The 
mathematical expression of the three layers within the Artificial Immune System is represented in 
Figure 4.  
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Adaptive Database of Frequent keywords 

F ϵ {f1, f2, …, fn} //the set of features/ keywords (Chromosomes) 
D ϵ {d1, d2, …, dn} // the set of Documents 
N = the number of documents 

𝑖𝑑𝑓$ = 	 log((𝑁 − 𝑑𝑓$)/𝑑𝑓$  (1) 
  
  Fitness      = /

(/012)
  (2) 

 
  𝑚𝑎𝑥𝐹 =	∑ ∑ (𝑡𝑓9:$ × 𝑖𝑑𝑓$)

|=|
$>/

|?|
@>/   (3) 

Where: 
 𝑥@ ∈ 𝐹@   
𝑡𝑓@$:		 //term frequency of feature 𝐹@ ∈ 𝐹 in document  𝐷$ ∈ 𝐷 
𝑑𝑓$:				//document frequency is the number included  𝐹$ ∈ 𝐹 
𝑖𝑑𝑓$:   //inverse document frequency of feature  𝐹$ ∈ 𝐹  in document  𝐷$ ∈ 𝐷 
 
Generate Parents: 
   𝐵(𝑆) = (𝜇 + 	𝜆)  (4) 
Where: 
 B(S) = Parent population; 
 μ = Size of the population 
 λ = Best individuals 
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Figure 4. Mathematical expression Artificial Immune System framework 

4.  System Implementation 
This study will be conducted on a personal computer AMD (A6-5200 APU) Quad core, 4.00GB 
memory (RAM) with 750GB local hard drive running on Microsoft Windows 8 Professional 64-bit. 
The evaluation will be based on the following metrics: Confusion matrix accuracy based on 
Specificity, Recall, macroF1, Precision, Error rate, computational time and Accuracy (ACC). 

4.1.  Software Implementation Requirement 
For this study, the software implementation will be done using the following tools, Microsoft office 
excel 2010, notepad win32, MATLAB Text Analytics toolbox, C++ library, Android version 4.4( 
KitKat) and validation on Waikato Environment for Knowledge Analysis (WEKA). 

4.2.  Expected Contribution to Knowledge 
The proposed system is expected to contribute to improving feature selection methods for 
dimensionality reduction in short text classification such as SMS, email, WhatsApp, Microblog, tweet, 
YouTube comments, etc. In addition, a lightweight Obfuscation-Resilient text message classification 
system for Android Operating system will be developed. 

5.  Conclusion 
Improving feature selection in text message classification helps to reduce spatiality of datasets thus 
playing a major role in the effective anomaly detection in text. Several approaches have been applied 
to classify test messages and reduce spam but the overall accuracy of existing solutions have proven to 
be computationally expensive for mobile phones as compared to the solution on email platforms. The 
high spatiality of the Short Message feature space is still a challenging factor for achieving an accurate 
result thus this research study aims to improve the feature selection method in order to maximize the 
limited bag of words for optimal result and in turn develop a robust computationally efficient, 
obfuscation free text classification system. 
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