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Abstract: Analyzing the structure of a social network helps in gaining insights into interactions and
relationships among users while revealing the patterns of their online behavior. Network centrality
is a metric of importance of a network node in a network, which allows revealing the structural
patterns and morphology of networks. We propose a distributed computing approach for the
calculation of network centrality value for each user using the MapReduce approach in the Hadoop
platform, which allows faster and more efficient computation as compared to the conventional
implementation. A distributed approach is scalable and helps in efficient computations of large-scale
datasets, such as social network data. The proposed approach improves the calculation performance
of degree centrality by 39.8%, closeness centrality by 40.7% and eigenvalue centrality by 41.1% using
a Twitter dataset.

Keywords: distributed computing; social network analysis; network centrality; network pattern
recognition; MapReduce

1. Introduction

Ongoing advances in information technology (IT), and particularly the exponential growth of
social networks, are main drivers for the growing global connections of businesses and individuals [1].
Identifying key network nodes (or influencing nodes) is an important problem in network information
theory [2] that helps in the analysis of complex multi-agent systems such as social networks. The main
feature of social networks is that their structure develops via mutual connections between network members.
The way the users are interconnected and integrated into the network defines their communication and
interaction behavior.

Social network analysis (SNA) helps in the mapping relationships between network entities and
identifying the patterns of behavior in a network [3], in understanding the dynamic evolution or
relationships within the user community over time, which may provide a solution for non-standard
analytical problems. Regularities, or patterns in relationships between social entities, can be used
to characterize the social environment and even predict its further evolution [4], especially for
rapidly evolving social commerce networks (e.g., Alibaba, Sina Weibo) and traditional ones [5]
(e.g., Facebook, Twitter).

Centrality measures can be used to discover an influential member, such as recognizing a critical
node in a network [6] or an influencer in a social network [7]. For example, a person actively involved
in social networks can exert significant influence on consumer behavior of other users; therefore,
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understanding the structure of relations in a social network can be leveraged to predict the categories
of products the consumers will buy [8]. Centrality measures can also be used to find the most reputable
users in a network, which is important for many web-based platforms such as e-shopping sites,
product review websites, and Q & A systems [9]. Different techniques have been applied for complete
network analysis, for example, centrality analysis, equivalence analysis, motif analysis, subgroup
analysis, clustering analysis [10], clique analysis [11], friend entropy and communication frequency
entropy [12], community-level influence analysis [13,14], social centrality [15], and centrality-based
network decomposition [16], and Word2Vector [17].

We focused on a centrality analysis of streaming data of social network users, in which the
structure of the network changes continuously over time. Centrality identifies the most important
vertices, or nodes, in a network, which have a big influence on the dissemination of information over
the web [18], identifying key concepts in complex networks [19], analyzing and predicting factors
influencing consumer purchase behavior such as trust and word-of-mouth, evaluating the stability
of a social network with regard to malicious users [20], identifying potential for communication
activity [21], influencing users on social media [22], or providing recommendations [23]. Identifying
the main influencers in a social network using centrality measures can help in trying to increase the
speed of information spreading over the network, which could be used, for example, to decrease it in
case of a cyber attack by a hostile entity using misinformation or fake news [24].

The MapReduce-based approach has been employed previously for SNA of a cricket community
in order to implement a ranking system based on social network metrics [25], to discover communities
in social networking data by calculating k-path edge centrality [26], and to assess the closeness and
betweenness centrality for comparing and merging large datasets [27].

Adoni et al. [28] deconstructed the A* algorithm into Map and Reduce tasks for performing path
computation on Hadoop MapReduce, and demonstrated the application of parallel computation for
real road networks. Al Aghbari et al. [29] proposed an algorithm for clustering social network users
into communities based on their relationships with each other and the semantic meaning of interests,
as well as described its parallel implementation using MapReduce, achieving faster computation.
Bakratsas et al. [30] compared the performance of solid state drives (SSDs) with hard disk drives
(HDDs) when they are employed as storage for Hadoop’s MapReduce. Li and Wang [31] proposed a
distributed hybrid Bayesian network (BN) structure learning algorithm implemented in the MapReduce,
which allowed us to improve the computational efficiency.

In this paper, we investigate the Twitter streaming data in which the users mention other users
in their tweets. Our main contributions are summarized next. We propose parallel algorithms
for the distributed calculation for degree, closeness and eigenvalue centralities using MapReduce.
This was performed in linear time, and involved applying optimization techniques to decrease the
number of required computations. The results of experiments using our own collected Twitter dataset
demonstrated that it was up to 40% faster than other implementations.

2. Methods

2.1. Definitions

Centrality measures are based on the number of immediate connection nodes, or on the shortest
communication paths in the network [32]. Centrality scores for real-world networks are different from
true-centrality levels, because there is no well-defined measure of centrality that would be independent
of the networks themselves [33].

Degree centrality (DC) helps in finding the nodes with the highest number of links to other
nodes within a network. Hence, it measures the popularity and/or influence factor of the entity in the
network. It is often used in identifying the entities that are central with respect to spreading news and
influencing other entities in the network. Nodes with a high degree centrality will be those entities in a
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network that have the best connections to entities around them. They may be considered influential,
or just as strategically important nodes for communication [34].

Closeness centrality (CC) aids in finding the nodes that are closest to the other nodes in a network.
The latter is calculated by evaluating their ability to reach other network nodes. This centrality
measures the speed at which a piece of information can reach other entities within the network from a
given entity. Nodes with a high closeness value have a shorter distance to all the other nodes, and are
therefore considered to be efficient broadcasters of information [35].

Eigenvector centrality (EC) is a method of computing the approximate importance of each node
in a network [36]. The intuition behind the eigenvector centrality is that a node is thought to be more
important if it is directly connected to more important nodes. This metric identifies the most influential
node, which is connected to other important nodes.

2.2. Distributed Computation for Centrality Analysis

Let us have the network of the form G = (V, E) where, V refers to the number of nodes, and E
refers to the number of edges between the nodes.

If dmax = max
{
d(i, j)

}
, i, j ∈ V and Rt

i = φ,∀t > dmax and d(i, j) = t,∀ j ∈ Rt
i→ j, then

dmax
∪

t=1
Rt

i ⊆ Vi,
(1)

Here Rt
i denotes the nodes that are at a distance of t from node i. In a connected graph, the t + 1

hop from one node to another can be given by the equation:

Rt+1
i→ j = ∪

j∈R1
i

Rt
j −

t
∪

k=1
Rk

i . (2)

The above equation implies that nodes at a one-hop distance from node i send their t -hop nodes
to the former and then node i corroborates as to whether the nodes passed earlier are in its k -hop
neighbors or not. In this way, a node’s distance is calculated based on incrementing hops through
the network.

2.3. Distributed Approach for Degree and Closeness Centrality

The degree is the number of nodes that area the distance of one to node i, that is, nodes at one-hop
distance. The driving idea behind degree centrality is that the higher number of nodes that a particular
node is linked to, the higher its importance within the network is [32]. Given an edge-list, in which
each line means an edge in the network, the degree of each node can be computed by calculating the
number of occurrences of that node within the file (see pseudo-code 1).

Given an edge-list, with each line representing an edge in the network, the degree of each node
can be computed by counting the number of occurrences of that node within the file.

The algorithm for degree centrality is illustrated in pseudo-code in Algorithm 1. Finding the
shortest path that connects two nodes is the first step in calculating closeness centrality. This calculation
is done in a distributed manner by using the MapReduce paradigm. Cumulative distance is calculated
from node i to all other nodes, and the reciprocal is taken. The reciprocal indicates the closeness of
all other nodes to node i. The steps illustrate the distributed computation method of degree and
closeness centrality.
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Algorithm 1 Distributed Calculation for Degree and Closeness Centrality

Input: Twitter datasets in edge list format.
Output: Centrality score of each user
1: For every i ∈ V,

1.1. Calculate the R1
i denoting set of nodes at one-hop distance.

2: For each node j ∈ R1
i (calculated in step 1)

2.1. Identify set of neighboring nodes at t + 1 hop distance using Equation (2).
3: Calculate the number of elements in traveling from node i to node j by using Equation (3):

∣∣∣Ri→ j
∣∣∣ = dmax∑

t=1

∣∣∣∣Rt
j

∣∣∣∣, (3)

4: Evaluate degree and closeness centrality using Equations (4) and (5):

Di = R1
i , (4)

and
Ci =

1
dmax,∑
t=1

(
Rt

i · t
) . (5)

2.4. Distributed Approach for Eigenvector Centrality

To compute the eigenvector centrality of node i one has to evaluate the importance of all the other
nodes that node i is connected to. Based on this relative importance, the eigenvector centrality of a
node is calculated as follows (see Algorithm 2).

Algorithm 2 Distributed approach for eigenvector centrality

Input: Twitter dataset in edge-list format.
Output: Eigenvector Centrality for each user in the network.
1: Initialize a vector list v = [1, 1, 1, 1, . . .] for each node i ∈ V.
2: Initialize a weight list w = [0, 0, 0, . . .] for each node i ∈ V.
3: For each node i and for each of its neighbors j,

3.1. Calculate relative importance by w[i] = w[ j] + v[ j].
4: Update the vector list by setting v = w.
5: Calculate sum of all numbers in vector list.
6: Divide each entry in vector list by the sum for eigenvector centrality.

2.5. Distributed Computing Using MapReduce

MapReduce was used as it was closely associated with the distributed processing in Hadoop [37],
which has been proven to be very efficient in parallel computation and data sorting tasks [38]. The basic
idea was to divide the work across a cluster of machines which have access to a shared file system.
This paradigm was based on the concept of key-value pairs, and each MapReduce task can be divided
into four phases: (a) map stage; (b) combine stage; (c) shuffle stage; and (d) reduce stage.

The map stage splits the input into key-value pairs and emits it for the subsequent phases. In the
combine stage, the output of the map stage is collected into a memory buffer, sorted and passed on to
the reducer. In the shuffle stage, each map key-value pair is sent to a reducer. Prior to the reducer
stage, it merges all inputs and sorts them according to the key value provided, and then makes a list of
values. A reducer program then modifies the list of values. Several iterations of the map and reduce
stages take place and the final output is stored in a file in the Hadoop distributed file system (HDFS).
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The flow chart in Figure 1 depicts the flow of data from the input file in HDFS to Mapper, Reducer
and, finally, the output file.
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2.6. Data Collection

The architecture of the data collection system is presented in Figure 2. The collected data is then
preprocessed and transformed into a mention network, which is further used for centrality analysis
(see Algorithm 3).

Algorithm 3 Twitter data collection

Input: Twitter Source
Output: Edge-list
1: Create a Tweet developer app and generate the user key, user key (secret), access token and access token
(secret) were generated.
2: Establish a persistent connection with the Twitter Streaming API.
3: Read tweets incrementally and store in Neo4j Database (Nodes and Relationships).
4: Parse tweet text incrementally and write to a new text file, if any user mentions are present.
5: Create an edge-list text file with data in the form: UserName1 UserName2, which indicates a mention
relationship from UserName1 to UserName2. UserName1 has mentioned UserName2 in his/her tweet text.
6: Store this file in HDFS as input for processing.
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3. Experiments and Results

3.1. Dataset

For the sake of simplicity, in the pre-processing phase the isolated nodes, that is, the nodes which
have not been mentioned by any other node, were removed from the collection. The usernames or
Twitter handles of users are considered as the nodes of the network. The number of tweets collected
initially over the period of time is listed in Figure 3. Data was collected in the intervals of six-hour
intervals. The process was repeated twice, with a total of three days of data, in which each day was
likewise segmented into six hour intervals. Twelve samples are collected and stored in separate text
files, which are loaded incrementally to HDFS for processing.

Algorithms 2019, 12, x FOR PEER REVIEW 6 of 11 

3. Experiments and Results 

3.1. Dataset 

For the sake of simplicity, in the pre-processing phase the isolated nodes, that is, the nodes 
which have not been mentioned by any other node, were removed from the collection. The 
usernames or Twitter handles of users are considered as the nodes of the network. The number of 
tweets collected initially over the period of time is listed in Figure 3. Data was collected in the 
intervals of six-hour intervals. The process was repeated twice, with a total of three days of data, in 
which each day was likewise segmented into six hour intervals. Twelve samples are collected and 
stored in separate text files, which are loaded incrementally to HDFS for processing.  

The characteristics of the mention network that had been obtained after transformation are 
given in Figure 4. The data collected in the first day consisted of a network with 29,040 nodes and 
14,010 edges. For the second day, the network consisted of 41,500 nodes and 49,000 edges. The 
network for data collected during the third day had 18,180 nodes and 14,820 edges. 

 
Figure 3. Distribution of tweets in the Twitter dataset. 
Figure 3. Distribution of tweets in the Twitter dataset.

The characteristics of the mention network that had been obtained after transformation are given
in Figure 4. The data collected in the first day consisted of a network with 29,040 nodes and 14,010 edges.
For the second day, the network consisted of 41,500 nodes and 49,000 edges. The network for data
collected during the third day had 18,180 nodes and 14,820 edges.
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3.2. Hardware

The experiment was performed on a cluster of 5 computers. Each computer had 3.4 Ghz i7 CPU.
The master computer had 1 TB hard disk and 10 GB RAM, and also was used for computations. Each of
the other 4 nodes worked as a slave or worker node, with 1 TB HDD and 20 GB of RAM.

3.3. Results

The objective of the study is to highlight the most central nodes in the Twitter mention network
analyzed. A node with high degree would be the most central according to degree centrality. A node
with higher closeness score, on a scale of 0 to 1, would be more central according to closeness centrality.
A node with a higher eigenvalue would be more central according to eigenvector centrality, indicating
that the node is connected to more important nodes. An example of the top 10 central nodes according
to each of the three centrality measures are given in Figure 5.

Figure 5 represents different centrality measures of the top 10 important nodes in data from the third
day. On the third day, the user YouTube was the central node according to degree, the user Irisworld
was the central node according to closeness and the user Thickn31 was the central node according to
eigenvector centrality. Note that different centrality measures yielded different top 10 central nodes.
However, there were nodes (YouTube and Paytm), which appear in the top 10 of all three centralities.
The user node EXOGlobal had the highest degree among the three, though it appeared on the lower
end in the closeness and eigenvector centralities. Another important observation related to closeness
centrality scores is that a number of nodes had a score of 1. This indicated that these nodes were only
connected to one other node. There are several disconnected node-sets within the Twitter network,
due to the fact that some users only mention another user, and this chain is not propagated further.
The method used for calculating closeness centrality is therefore ineffective for the Twitter network,
as it contains many disconnected nodes. Several other approaches can be worked out by taking the
disconnected nodes into consideration.
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The distributed approach implemented and described in this paper was compared with the
conventional approach, that is, the one implemented without using parallel processing methods.
Figure 6 presents the performance improvement obtained through the MapReduce approach for
various centrality measures within the network collected on the first day, second day, and third
day, respectively.

In the first day of data, the average improvement through a distributed approach was 32.30% for the
computation of degree centrality. The average speed-up for the computation of closeness centrality in
the distributed approach was 22.81%, while it was 36.64% for the computation of eigenvector centrality.

In the second day of data, the average speed up in using a distributed approach was 33.05% for
the computation of degree centrality. The average improvement for the computation of closeness
centrality in the distributed approach was 47.27%, whereas it was 51.32% for the computation of
eigenvector centrality.

In the third day of data, the average speed-up in using a distributed approach was 54.15% for the
computation of degree centrality. The average speed-up for the computation of closeness centrality in
a distributed approach was 51.95%, while it was 35.46% for the computation of eigenvector centrality.

Summarizing, the proposed MapReduce based approach improved the performance of calculation
of degree centrality by 39.8%, closeness centrality by 40.7%, and eigenvalue centrality by 41.1%.

Note that using MapReduce for centrality calculation lead to an improvement in execution time.
In other systems, breadth first search (BFS) is used in the calculation of the distances between nodes in
closeness centrality, and the time complexity of BFS is θ

(
n2

)
, where n is the number of network nodes.

However, in the distributed approach, complexity is reduced to θ(dn), where d refers to the diameter
of the graph and possess constant value. The value of d is often much smaller than the total number of
network nodes.
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4. Conclusions

To calculate network centrality measures, we proposed a distributed framework based on a
MapReduce computation model, along with the Hadoop distributed file system (HDFS) as the storage
platform. The breadth first search (BFS) algorithm was implemented in a distributed manner to collect
local and global information around each node, which was then used to calculate degree and closeness
centrality. We have calculated centrality measures for top 10 central nodes of a dynamic Twitter
network. The comparison between the distributed and conventional approaches showed that the
performance of the distributed approach was better (on average, 39.8%, for degree centrality, 40.7% for
closeness centrality, and 41.1% for eigenvector centrality).

This empirical study demonstrated that the proposed distributed approach is scalable and helps
in efficient computation and pattern recognition of large-scale social network datasets, such as the
Twitter dataset.
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