# Analysis of Unpredictable Cryptographic Pseudo-random Number Generator based on Non-linear Dynamic Chaotic System 

A. Čitavičius, A. Jonavičius<br>Department of Electronics and Measurements Systems, Kaunas University of Technology, Studentu str. 50, LT-51368 Kaunas, Lithuania, phone: +370 37 300539; e-mail: Algimantas.Citavicius@ktu.lt

## Introduction

Random number generators (RNG) are gaining more and more interest due, in particular, to the increasing usage of cryptography, where they represent a critical point [1]. However, designing a good RNG is a difficult task. So usage of pseudo random number generators (PRNG) for cryptography seems to be perspective. However, it is important that the numbers used to generate cryptographic keys are not just seemingly random; they must be as much unpredictable as possible. In [2] we presented some original construction of cryptographic secure PRNG based on certain construction of non-linear dynamic chaotic system. The constructed generator has a complex structure and thus has a considerable good backward and forward unpredictability feature. This cryptographic secure PRNG consists of two main parts:

1. The auxiliary generator (AG), based on two linear congruential generators;
2. The non-linear dynamic chaos system (NLDCS).

As the NLDCS the generator of the formula

$$
\begin{equation*}
x_{t+1}=(1+\beta)(1+1 / \beta)^{\beta} \cdot x_{t}\left(1-x_{t}\right)^{\beta} \tag{1}
\end{equation*}
$$

was proposed. Here $\beta$ is an integer in the range $1 \leq \beta \leq 4$, $x_{t} \in X=[0,1)$. The set $X$ can be interpreted as a set of float numbers in computer presentation. The theoretical background for this PRNG construction is presented in [2]. To perform an analysis of the generator we used MATLAB/SIMULINK software. A functional model was developed using SIMULINK and results were processed using MATLAB.

Many test suites have been developed in the last years in order to check the quality of a RNG or PRNG. They are known as statistical tests for randomness, while, in fact, they are tests for non randomness. They analyze a sequence, assuming that it has been randomly generated, and try to refuse this hypothesis looking for some pattern. They also have to be interpreted in a statistical way, i.e., they are not pass/fail tests, but they say that the tested generator can be considered random or not, only with a certain probability.

For the research the SP 800-22 test suite from National Institute of Standard and Technology (NIST) [3] was chosen. This suite is composed of several different well known tests, each of them is applied to the same sequence of $n$ bits (the NIST suggests $n=10^{6}$ ) and gives a P -value i. e. the probability that the sequence under test is random. If a P -value for a test is determined to be equal to 1 , then the sequence appears to have perfect randomness. A P-value of zero indicates that the sequence appears to be completely non random.

## Zeros and ones bits generation

The probability density function of the pseudo random bits must be uniform, so it is necessary to establish a certain level in order to decide for which $x_{n}$ a zero or a one is generated. If we have the distributions that have symmetrical probability density functions, the answer is clear: choosing the mean of the $x_{n}$ values will assure the generation of the same numbers of bits according to the following formula [4]:

$$
b_{n}= \begin{cases}0, & x_{n} \leq \bar{x},  \tag{2}\\ 1, & x_{n}>\bar{x},\end{cases}
$$

where $\bar{x}$ denotes the mean value, $b_{n}$ - the bit generated by the $n$-th iteration of proposed PRNG.

The next way to get zeros and ones is to evaluate the median of the value set. Median should be the most suitable statistical characteristic that may split the bits domain into two equally filled sub-domains with equal number of zeros and ones bits. The criterion for generation of a one or a zero bit becomes in this case:

$$
b_{n}= \begin{cases}0, & x_{n} \leq m e d  \tag{3}\\ 1, & x_{n}>\text { med },\end{cases}
$$

where med denotes the median of the values generated by the NLDCS.

After some research a different way for generation of ones and zeros have been chosen, because the quality of produced bits was not satisfied. PRNG based on NLDCS
generates a set of float numbers. So according to IEEE 754 standard we used double precision floating point format to encode float numbers to binary format. The structure of this format is shown in Fig 1.

| Sign <br> $(1 \mathrm{bit})$ | Exponent <br> $(11 \mathrm{bit})$ | Mantissa <br> $(52 \mathrm{bit})$ |
| :---: | :---: | :---: |

Fig. 1. IEEE 754 Double Floating Point Format
Using this encoding procedure we get some advantages. First, from one float number we can get 64 bits, therefore, we increase bit generation performance. Second, as we will show below, bits encoded by this schema pass NIST test suite. Actually, to get more randomness, from 64 bits we removed the highest 16 bits ( 2 bytes), because they represent sign, exponent and mantissa highest bits and they usually are not random. So we get 48 bits, which we use for testing purposes.

## Statistical tests for randomness

The considered NIST Test Suite is a statistical package consisting of 15 tests that were developed to test the randomness of arbitrarily long binary sequences produced by either hardware or software based cryptographic RNGs or PRNGs. These tests focus on a variety of different types of non-randomness that could exist in a sequence. The 15 tests are [3]:

1. The Frequency (Monobit) Test,
2. Frequency Test within a Block,
3. The Runs Test,
4. Test for the Longest-Run-of-Ones in a Block,
5. The Binary Matrix Rank Test,
6. The Discrete Fourier Transform (Spectral) Test,
7. The Non-overlapping Template Matching Test,
8. The Overlapping Template Matching Test,
9. Maurer's "Universal Statistical" Test,
10. The Linear Complexity Test,
11. The Serial Test,
12. The Approximate Entropy Test,
13. The Cumulative Sums Test,
14. The Random Excursions Test, and
15. The Random Excursions Variant Test.

For each statistical test, a set of P-values corresponding to the set of sequences is produced. For a fixed significance level a certain percentage of P -values are expected to indicate failure. For example, if the significance level is chosen to be 0,01 (i.e., $\alpha=0,01$ ), then about $1 \%$ of the sequences are expected to fail. A sequence passes a statistical test whenever the P -value $\geq \alpha$ and fails otherwise. The parameter $\alpha$ denotes the significance level that determines the region of acceptance and rejection. We use $\alpha=0,01$ as suggested by NIST. A statistical test is formulated to test a specific null hypothesis $\left(\mathrm{H}_{0}\right)$. The null hypothesis under test is that the sequence being tested is random against the alternative hypothesis $\left(\mathrm{H}_{1}\right)$ for which the sequence is not random. We can commit two errors:

1. Reject $\mathrm{H}_{0}$ when the sequence is generated by a perfect random generator (Type I error);
2. Accept $\mathrm{H}_{0}$ when the sequence is generated by a generator that is non random (Type II error).

## Testing NLDCS as a pseudo random bit generator

As mentioned above, to create a model of our generator we used MATLAB/SIMULINK software. The functional diagram of our generator is shown in Fig 2.


Fig. 2. Functional diagram of our PRNG
Two linear congruential generators (LCG1 and LCG2) represent AG. Linear congruential generator generates random numbers, which are divided by modulo $m$ and we get bits according to formula (2). After that, each $n$ bit sequence is mapped to $n$ bit of other generator. Because parameter $\beta$ value must be integer value in the range $1 \leq \beta \leq 4$, mapped bits are then transformed to decimal code by using "Bit to integer converter", and additionally the constant equal to 1 is added. Next, $\beta$ value is transmitted to NLDCS. The generation function of formula (1) with different values of $\beta$ is shown in Fig. 3 and the histogram of produced numbers is shown in Fig. 4.


Fig. 3. The generation function of formula (1) with different values of $\beta, x_{i} \in(0 ; 1)$


Fig. 4. The histogram of the produced numbers generated by our PRNG, $x_{i} \in(0 ; 1)$

One can see from the histogram (Fig. 4) that numbers produced by generator are not uniformly distributed. To flatten histogram we decided to choose narrower interval to generate float numbers. The interval $[0,2 ; 0,8]$ was chosen and after the narrowing histogram domain, we obtained a more flattened histogram as shown in Fig. 5.


Fig. 5. The histogram of the produced numbers generated by our PRNG, $x_{i} \in[0,2 ; 0,8]$

One way to increase randomness is to choose a narrower interval. However, the time needed to get the numbers is longer in this case. To check the quality of our PRNG and get a rough impression of generator's performance we created an appropriate the twodimensional visualization of the numbers it produces [5]. This visualization is usually cold bit map and it is presented in Fig. 6. For chosen interval $[0,56 ; 0,6]$ lattice structure of our generator is not visible. So, the key question now is to decide, if the PRNG with narrowed domain passes the tests for randomness.


Fig. 6. The bit map of the float numbers generated by our PRNG, $x_{i} \in[0,56 ; 0,6]$

An alternative way to flatten the histogram is to use some kind of approximation function. However, this way is more sophisticated. According to the results of our experiments, choosing the interval of our PRNG's generated numbers in the range $[0,2 ; 0,8]$ and using described above float number to bit encoding schema we get suitably random bits that pass NIST statistical test suite.

The usual way to test a random or pseudo-random number generator is to generate a sequence of $n$ bits and
analyze it with the NIST test suite. As recommended by NIST we generated $n=10^{6}$ bits and analyzed them using NIST statistical test suite [3]. The results of one $n=10^{6}$ bits sequence is presented in Table 1. One can see that all Pvalues are greater than $\alpha$ value (we used $\alpha=0,01$ as suggested by NIST). So this bit sequence passes NIST statistical test suite.

Table 1. Results of NIST Statistical Tests. Number of sequences $N=1$, size of sequence $n=10^{6}$ bits

| Nr. | Statistical Test | P-value |
| :--- | :--- | :--- |
| 1 | Frequency Monobit | 0,875743 |
| 2 | Block Frequency $(M=128)$ | 0,465315 |
| 3 a | Cumulative Sums (Forward $)$ | 0,647463 |
| 3 b | Cumulative Sums (Backward $)$ | 0,793273 |
| 4 | Runs | 0,788043 |
| 5 | Longest Runs of Ones | 0,672935 |
| 6 | Binary Matrix Rank $(M=32)$ | 0,908927 |
| 7 | Spectral DFT | 0,301862 |
| 8 | Non-periodic Templates $(m=1)$ | 0,490959 |
| 9 | Overlapping Templates | 0,812349 |
| 10 | Maurer’s Universal $(L=7, Q=1280)$ | 0,718202 |
| 11 | Approximate Entropy | 0,046560 |
| 12 | Random Excursions $(x=+4)$ | 0,242211 |
| 13 | Random Excursions Variant $(x=-3)$ | 0,028403 |
| 14 | Linear Complexity $(M=1024)$ | 0,301757 |
| 15 a | Serial $(m=16)$ | 0,873099 |
| 15 b | Serial $(m=16)$ | 0,960443 |

Actually, some of the tests of the suite compute two (the Cumulative Sum and the Serial tests) or more (NonOverlapping Template Matching, Random Excursion and Random Excursion Variant) P-values, however, it is very common considering only one of them.

However, we have always to remember about the possibility to commit a Type I or Type II error [6]. For example a periodic (and thus, non random) generator always passes the Frequency Test if the number of 1 s and of 0 s in the period is balanced. To overcome the impasse, a more intensive test is necessary, involving a number $N$ of different sequences generated by the RNG under test. NIST suggests a strategy to check, if the P -values are uniformly distributed in the interval [0; 1] [3]. NIST recommends to conduct a chi-square test on the P -values, dividing the interval $[0 ; 1]$ into 10 sub-intervals. This tests the uniformity of the P -values. The degree of freedom is 9 in this case. If we define $F_{i}$ as the number of occurrences that the P -value is in the $i$-th interval, then $\chi^{2}$ statistic is

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{10} \frac{\left(F_{i}-s / 10\right)^{2}}{s / 10}, \tag{4}
\end{equation*}
$$

where $s$ denotes the sample size. Following NIST recommendation and choosing significance level equal to $0,01 \%$ (i.e. 0,0001 ), the acceptance region of statistics will be $\chi^{2} \leq 33,72$.

To get more reliable results we tested $N=100$ different sequences with $n=10^{6}$ bits. Table 2 shows the results of a chi-square test on the P -values as described above.

Table 2. Results of sequences uniformity check

| Nr. | Statistical Test | $\chi^{2}$ value |
| :--- | :--- | :--- |
| 1 | Frequency Monobit | 17,6 |
| 2 | Block Frequency $(M=128)$ | 14,6 |
| 3 a | Cumulative Sums (Forward $)$ | 10,8 |
| 3 b | Cumulative Sums (Backward $)$ | 14,2 |
| 4 | Runs | 6,4 |
| 5 | Longest Runs of Ones | 5,8 |
| 6 | Binary Matrix Rank $(M=32)$ | 10,8 |
| 7 | Spectral DFT | 6,6 |
| 8 | Non-periodic Templates $(\mathrm{m}=1)$ | 14,2 |
| 9 | Overlapping Templates | 4,4 |
| 10 | Maurer's Universal $(L=7, Q=1280)$ | 5,4 |
| 11 | Approximate Entropy | 11,8 |
| 12 | Random Excursions $(x=+4)$ | 10,3 |
| 13 | Random Excursions Variant $(x=-3)$ | 13,4 |
| 14 | Linear Complexity $(M=1024)$ | 7,2 |
| 15 a | Serial $(m=16)$ | 7 |
| 15 b | Serial $(m=16)$ | 10 |

Having looked at the table, we can see that evaluated chi-square values do not exceed limiting value of $\chi^{2} \leq 33,72$.

## Conclusions

The aim of this paper is to demonstrate the performance of our PRNG based on NLDCS. The investigation showed that to get pseudo random bits, additional requirements have to be met. These are:

1. To generate float numbers in interval $[0,2 ; 0,8]$;
2. To use double precision floating point format for encoding float numbers to binary format and remove the highest 16 bits.

The described PRNG construction passed NIST statistical test suite. It can be used as a good source for random cryptographic key generation.
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