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## Introduction

Hardware noise generators, for example [1,2], are very useful and perspective for the cryptographic applications. But nevertheless the application of hardware noise generators has a very high implementation cost.

Classical pseudo-random number generators (PRNG) are unsuitable for cryptographic applications despite the goodness of their statistical characteristics. Among them are linear feedback shift registers (LFSR) and linear congruential random number generators [3]. However quite small number of output samples causes a backward and forward prediction property. This is valid even for some well known generators based on non-linear dynamic chaos systems. One of them well known example named as logistic generator is a non-linear system described by the equation [4]:

$$
\begin{equation*}
x_{t}=a x_{t-1}\left(1-x_{t-1}\right), 0 \leq x_{t-1} \leq 1 . \tag{1}
\end{equation*}
$$

The structure defined by the latter equation is quite simple. The crypto analysis of this generator expressed by the recurrence polynomial equation is presented in [3]. But nevertheless the idea to use the non-linear chaotic dynamic system for the cryptographic secure PRNG construction seems to be perspective.

We can formulate two groups of requirements for unpredictable cryptographic PRNG. The first one is absence of backward and forward prediction and the second one - resistance under the serious cryptographic attacks.

The absence of backward prediction means that having the arbitrary finite set of samples $x_{t}, x_{t+1} \ldots, x_{n}$ it is impossible to restore the previous samples $x_{0}, x_{1} \ldots$, $x_{t-1}$. Analogously absence of forward prediction means that having $x_{0}, x_{1} \ldots, x_{t-1}$ it is impossible to predict the following samples $x_{t}, x_{t+1} \ldots, x_{n}$. The backward and
forward unpredictable generator we denominated as unpredictable generator and hence as cryptographic secure generator.

There are a lot of empty data intervals in the data sequences transmitted over the telecommunication channels. These intervals are coded with the same symbol. So, if ciphering is performed by the PRNG, there are additional opportunity for adversary to reveal a current state of such generator and hence to perform its prediction.

As it can be seen and in more details explained later the generator (1) is backward unpredictable even when coefficient $a$ is known and is forward predictable independent of $a$ is known or $a$ is unknown. This property follows from the simplicity of the mathematical structure of this generator (1). Thus for construction of secure generator the additional complexity should be added.

We present here some original construction of cryptographic secure PRNG based on certain construction of non-linear dynamic chaotic system.

The problem we have solved is the following: the constructed generator has a complex structure and thus has a backward and forward unpredictability property. We denominated this generator as unpredictable.

The problem was solved by the certain connection of several PRNG and non-linear dynamic chaotic system. The cryptographic security of proposed generator is considered in the sense of its unpredictability and is investigated theoretically. By using some fundamental concepts and under some assumptions it is proved that proposed PRNG has a provable cryptographic security.

The theoretical background for the PRNG construction
In [5] the following theorem is proved.
Theorem 1. The pseudo-random bit generator exists if and only if a one-way function (OWF) [6] exists.

We will construct below the secure generator by proving the following implications. We define some abstract generator and prove that if certain conditions hold then the backward and forward prediction corresponds to the inversion of some one-way functions (OWF). This implication coincides with the statement of Theorem 1 and hence guarantees the existence of secure generator.

Firstly we remind some OWF definitions.
A function $F: X \rightarrow Y$ is said to be an OWF if for all $x \in X$ it is "easy" to compute the value $F(x)=y \in Y$ but it is "hard" to invert it. The term easy means that $F(x)$ can be computed by polynomial-time algorithm ( $P$-algorithm), while $F^{-1}(y)$ algorithm belongs to the class of $N P$ problems (algorithms). Recall that $N P$-problems are those which require an exponential-time algorithms since the polynomial time algorithms for theirs solution are unknown.

The more rigorous OWF definition requires a specialization of polynomial-time algorithms to the deterministic polynomial-time and probabilistic polynomial-time.

Definition 1. A function $F: X \rightarrow Y$ is called an OWF if the following conditions hold.

1. There exists a deterministic polynomial-time algorithm A, so that on input $x \in X$ the value $A(x)=F(x)$ can be computed.
2. For every probabilistic polynomial-time algorithm $A^{\prime}$, every polynomial $p$ and all sufficiently large $N$ are the probability satisfies the following inequality.

$$
\begin{equation*}
\operatorname{Prob}\left[A^{\prime}(F(x), N) \in F^{-1} F(x)\right]<1 / p(N), \tag{2}
\end{equation*}
$$

where $N$ is some parameter defining the input data length.
This definition is very strong in the sense of probability measure and is not adequate for our considerations. For the cryptographic applications it is not sufficient to find any element of $F^{-1} F(x)$ but rather the certain single element of this set. Therefore we present a weakened form of (2).

We can simplify the (2) by considering the problem of exact backward and forward prediction property. Assume $Y=X$ and we would like to predict the exact values $x_{0}$ and $x_{n}$ by having the sample values $x_{t}, x_{t+1}, \ldots, x_{t+m}$, where $0<t<t+m<n$.

Then instead of (2) we propose to use the following definitions

$$
\begin{align*}
& \operatorname{Prob}_{1}\left[A_{1}^{\prime}\left(F^{t}\left(x_{0}\right)\right)=x_{0}\right]<1 / p(t)  \tag{3}\\
& \operatorname{Prob}_{2}\left[A_{2}^{\prime}\left(F^{n}\left(x_{t}\right)\right)=x_{t}\right]<1 / p(n) \tag{4}
\end{align*}
$$

where $\operatorname{Prob}_{1}, A_{1}^{\prime}$ and $\operatorname{Prob}_{2}, A_{2}^{\prime}$ are the probability and algorithm of backward prediction and probability and algorithm of forward prediction correspondingly.

Let us consider the non-linear dynamic chaos system described by non-linear subjective function $f$ in the form

$$
\begin{equation*}
x_{t}=f\left(x_{t-1}\right) \tag{5}
\end{equation*}
$$

Let function $f$ provide a 2 to 1 mapping $f: X \rightarrow X$, i.e. for all images $x_{i} \in X, f^{-1}\left(x_{i}\right)$ has two different preimages $x_{1, i-1}$ and $x_{2, i-1}$ in $X$, where $X$, as above, is some finite set of numbers.

Assume function $f(x)$ on value $x=x_{t}$ can be calculated in polynomial time. Let the same is true to calculate two preimages $x_{1, i-1}$ and $x_{2, i-1}$ by inverting $f\left(x_{i}\right)$. By definition, having the initial value $x=x_{t-n}$ the calculation of $x_{t}$ formally can be expressed by the formula

$$
\begin{equation*}
x_{t}=f^{t}\left(x_{0}\right) \tag{6}
\end{equation*}
$$

Proposition 1. The function $f^{n}$ is an OWF.
Proof. Due to $f$ being a surjection form 2 to 1 , the probability to guess the actual value $x_{t-1}$ by having $x_{t}$ is $1 / 2$. Hence the some probability to find the value $x_{t}$ is $(1 / 2)^{t}$, i.e.

$$
\begin{equation*}
P\left\{x=x_{0} \mid f^{t}\left(x_{0}\right)=x_{t}\right\}=(1 / 2)^{t} \tag{7}
\end{equation*}
$$

For every polynomial $p(t)$ there exists some sufficiently large $t$ that the following inequality holds

$$
\begin{equation*}
(1 / 2)^{t}<\frac{1}{p(t)} \tag{8}
\end{equation*}
$$

Then we obtained a (3) inequality. The proof is completed.

The proof of Proposition 1 allows us to use the chaotic generator. Therefore we must solve the problem of how to construct the forward unpredictable generator.

We propose to use several different generators with the same domain and range set $X$ and a procedure of it random switching to produce the forward unpredictable sequence. Then we must to decide of how to produce a random switch function $s(x)$ and to choose concrete generators to be switched.

By refereeing to the result [5] we can construct a PRNG based on the function $f$ with the properties defined above.

Let the output of random switch function $s(x)$ is connected with the some non-linear dynamic random number generator, which depends on the some parameter $\beta$. Then the parameter $\beta$ can be changed randomly. The suitable candidate can be chosen of the form [7]:

$$
\begin{equation*}
x_{t+1}=(1+\beta)(1+1 / \beta)^{\beta} \cdot x_{t}\left(1-x_{t}\right)^{\beta} \tag{9}
\end{equation*}
$$

where $\beta$ is integer in the range $1 \leq \beta \leq 4, x_{t} \in X=[0,1]$. The set $X$ can be interpreted as a set of float numbers in computer presentation. This equation is a generalization of (1), since when $\beta=1$ then we obtain (1).

Let the switching function is realized by some simple PRNG, i.e. linear congruential generator [3]. Then for
example after the adequately chosen parameters $a, b$ and $q$ the generator produces a sequence $z_{t}, t=0,1 \ldots$ satisfying relation

$$
\begin{equation*}
z_{t}=\left(a z_{t-1}+b\right) \bmod q . \tag{10}
\end{equation*}
$$

In this case we need only to extract two bits from each sample $z_{t}$ to produce the parameter $\beta$ assignment in (9).

Linear congruential generator is repetitive, i. e. has a period. This generator will have a maximum period if:

1. $b$ and $q$ are relatively prime;
2. $a-1$ is divisible by all prime factors of $q$;
3. $a-1$ is a multiple of 4 if $q$ is a multiple of 4 .

Linear congruential generator didn't have good correlation characteristics, but the samples, generated be this generator, are uniform distributed.

The other solution could be a Blum-Blum-Schub (BBS) generator [7] application to produce two independent. But BBS generator operates more slowly.

Assumption 1. Let we have simple auxiliary generator (AG) producing a series of two bits in each sample of being statistical independent and uniformly distributed.

Let the AG, satisfying the Assumption 1, assigns the value $\beta$ to the generator defined by (9) and thus performs a switching procedure of four alternative generators.

Proposition 2. If the Assumption 1 holds, then the forward recurrence function (9) is an OWF.

Proof. If Assumption 1 holds then the probability to predict the sample $x_{t+1}$ by having $x_{t}$ from (9) is $1 / 4$. Correspondingly, the probability to predict $x_{t+n}$ by having $x_{t}$ is $(1 / 4)^{n}$, taking into account (6). Then there exists a polynomial time algorithm $A_{2}{ }^{\prime}$, such that

$$
\begin{equation*}
\operatorname{Prob}_{2}\left[A_{2}^{\prime} f^{n}\left(x_{t}\right)=x_{t+n}\right]=(1 / 4)^{n} \tag{11}
\end{equation*}
$$

where $f$ and $f^{n}$ are defined by (9).
For the sufficiently large $n$ for every polynomial $p(x)$, we have the inequality

$$
\begin{equation*}
(1 / 4)^{n}<p(n) \tag{12}
\end{equation*}
$$

This proves the proposition.
So, by referencing to the Theorem 1 the Propositions 1 and 2 allows us to construct a pseudo random function generators.

## Unpredictable PRNG construction

The proposed PRNG construction consists of two main parts:

1. The auxiliary generator (AG).
2. The non-linear dynamic chaos system (NLDCS).

The structure of the generator is presented in Fig.1.
The initiation of PRNG is performed by loading the initial conditions to all generators by the switch $S . \Delta^{-1}$ is the backward shift operator.

The AG yields the output $\beta$ with two of digits. These two bits defines a one concrete generator of four described by (9).

As mentioned above linear congruential generators have limited maximum period and this means that linear congruential generator begins reiterate, when reaches the maximum period with defined parameters. To have bigger maximum period and to have better statistical characteristics AG could be implemented by some way, shown in Fig. 2.


Fig. 1. The PRNG with provable cryptographic security
Two linear congruential generators in Fig. 2 generate pseudo-random bit sequences. Each $n$ bit sequence of the generator is summarized by modulo 2 operations. The concrete value of $\beta$ consist of two bits. Then two bits are transformed to decimal code. Since $\beta$ must be integer in the range $1 \leq \beta \leq 4$, the constant equal to 1 is added to the decimal code of $\beta$.


Fig. 2. AG implementation
For the additional security of presented PRNG it is required that the output sample $x_{t+1}$ of NLDCS should be the uniformly distributed. The requirement of statistical independence is not necessary since it is satisfied by the AG.

Such decomposition of very important properties essentially simplifies the entire PRNG construction and provides great design flexibility.

The method of this problem solution and related results will be presented in the further paper.

## Conclusions
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3. Inserting an additional blocks we have constructed unpredictable generator in the sense that by noticing (recovering) the output of the generator it is impossible to perform the backward and forward prediction.
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