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Abstract: Satellite image generation has a wide range of applications. For example, parts of images
must be restored in areas obscured by clouds or cloud shadows or areas that must be anonymized.
The need to cover a large area with the generated images faces the challenge that separately generated
images must maintain the structural and color continuity between the adjacent generated images
as well as the actual ones. This study presents a modified architecture of the generative adversarial
network (GAN) pix2pix that ensures the integrity of the generated remote sensing images. The pix2pix
model comprises a U-Net generator and a PatchGAN discriminator. The generator was modified by
expanding the input set with images representing the known parts of ground truth and the respective
mask. Data used for the generative model consist of Sentinel-2 (S2) RGB satellite imagery as the
target data and OpenStreetMap mapping data as the input. Since forested areas and fields dominate
in images, a Kneedle clusterization method was applied to create datasets that better represent
the other classes, such as buildings and roads. The original and updated models were trained on
different datasets and their results were evaluated using gradient magnitude (GM), Fréchet inception
distance (FID), structural similarity index measure (SSIM), and multiscale structural similarity index
measure (MS-SSIM) metrics. The models with the updated architecture show improvement in
gradient magnitude, SSIM, and MS-SSIM values for all datasets. The average GMs of the junction
region and the full image are similar (do not exceed 7%) for the images generated using the modified
architecture whereas it is more than 13% higher in the junction area for the images generated using
the original architecture. The importance of class balancing is demonstrated by the fact that, for both
architectures, models trained on the dataset with a higher ratio of classes representing buildings and
roads compared to the models trained on the dataset without clusterization have more than 10% lower
FID (162.673 to 190.036 for pix2pix and 173.408 to 195.621 for the modified architecture) and more
than 5% higher SSIM (0.3532 to 0.3284 for pix2pix and 0.3575 to 0.3345 for the modified architecture)
and MS-SSIM (0.3532 to 0.3284 for pix2pix and 0.3575 to 0.3345 for the modified architecture) values.

Keywords: remote sensing; conditional generative adversarial network; satellite image; image generation

1. Introduction

Satellites come in diverse configurations and employ various sensors for Earth obser-
vation, including radar, optical, LiDAR, and other technologies. Remotely collected data
are used in applications at various areas such as landscape monitoring [1], agriculture [2,3],
disaster management [4,5], and others. Two main problems can be distinguished when
generation of satellite products has to be applied instead of using the raw data. The first
one is data anonymization which is more common for photos with faces [6,7] or medical
images [8]. The same problem also arises for satellite images in military-related problems
where it is required to disguise sensitive areas [9,10]. The second problem is related to
data quality. While each sensor type offers distinct advantages, they also have drawbacks
that can affect their effectiveness. For example, radar sensors are proficient at penetrating
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cloud cover and operating in adverse weather conditions, ensuring consistent data acqui-
sition capabilities. Optical sensors are known for providing high-resolution data across
different wavelengths but are unable to penetrate clouds. This limitation is evident in
optical satellites like Landsat 8 (L8) or Sentinel-2 (S2), which frequently encounter issues
with cloud cover, impeding their ability to consistently capture clear images of the Earth’s
surface [11,12]. Cloud-caused issues include geometric, atmospheric, and topographic
errors in feature extraction [13].

Generally, models for image generation have greatly improved when generative adver-
sarial networks (GANs) have been proposed and their performance was demonstrated in a
category-to-image problem [14], where generative and discriminative models are trained
simultaneously. The discriminative model estimates the probability that the sample is from
training data or a generated one, while the generator aims to maximize the probability
for the discriminator to fail. Several architectures based on GANs were introduced for
image-to-image translation problems [15–18]. In [15], the architecture of pix2pix has been
presented which allows one to synthesize photos from label maps, colorize images, and
apply other image generation tasks. The U-Net-based architecture [19] has been used for
generators, while convolutional PatchGAN classifier has been applied as a discriminator. It
operates patches instead of the full image to define whether it is generated or a real one.
Later, the architecture was improved, such as an applied multiscale generator and discrimi-
nator in pix2pixHD [17] and spatially adaptive normalization was added in SPADE [20].
It must be noted that although the paired reference and ground truth data are usually
used for training data [15,17,20], alternative solutions exist for image generation such as
CycleGAN proposed in [18]. The training of the model is carried out between samples of
two domains without an explicit relation between two items in the datasets, i.e., photos and
paintings. Of course, while this solution has its advantages to easily prepare the dataset
without exact mapping, it results in less precise translation compared to directly mapped
ones if mapped data are available.

In regard to remote sensing a lot of research on GAN applications has been performed
during recent years, mostly in cloud removal problems for optical imagery. Of course, non-
GAN solutions for cloud removal problems exist, as in [21,22]. In [21], the method involves
utilizing a time series of optical sensor images, each capturing clouds in different locations
at various times and sections containing clouds are replaced with cloud-free areas sourced
from other images. In [22], a synthetic aperture radar (SAR) data-guided residual multiscale
feature fusion network (CERMF-Net) was proposed for cloud elimination. However, GAN-
based applications also are heavily applied in this field. In [23], it was attempted to
remove thin and transparent clouds from satellite images using pix2pix architecture with
dilated residual inception blocks and an additional SSIM loss function was incorporated.
The method initially translates an SAR image to optical one and later combines it with a
cloudy optical image to generate a non-cloudy one. In [24], cycle-consistent GAN has been
proposed for thin cloud removal only from optical images without explicit paired datasets.
In [25], missing information of satellite images is filled in using surrounded image pixel
values and static high-resolution visual priors. In [26], a snow elimination problem has
been addressed and a snow-cover removal model based on Cycle GAN has been developed.
In [27], a two-stage cloud removal algorithm is presented, where, in the first stage, cloud
segmentation and removal from the image are applied, and, in the second stage, removed
areas are inpainted using U-Net-based architecture for the generator, providing a real image
and inpainting area mask. To deal with large-scale satellite images, where large areas may
have been covered by clouds, an iterative recovery scheme by progressively filling in the
missing areas has been employed to restore grids with missing area of less than 50%.

In this research, an approach to generate optical satellite images based on administra-
tive data and ensuring continuity between adjacent images is presented. Similar to [15,18]
where map to image generation was applied on data scraped from Google Maps, in our
research we focus on area of interest generation using Sentinel-2 RGB images mapped with
administrative data from OpenStreetMap (OSM). The area of interest may be selected in
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both cases when it is affected by clouds or their shadows or the area needs to be anonymized.
For example, by extracting generic information about the area from a mapping system,
including features such as water bodies, roads, forests, and others, a broad overview of
the area can be compiled. These outlines can then serve as input for a trained generative
model, capable of producing synthetic cloud-free optical sensor data. Of course, in any
case when generated data are used instead of raw data, it may affect the results [28] and
that must be considered in the decision-making process. Analogically, in anonymization
cases, the area of interest may be simply replaced by a synthetic image based on a made up
administrative map of composed features. The main contribution in this article addresses
the data imbalance and continuous Sentinel-2 map generation problems. The imbalance
problem is solved by clustering the dataset using the k-means algorithm and for each cluster
a generative model is created. Then, based on the conditional mask class distribution, the
most suitable model is selected. In order to apply the continuous map generation, the
pix2pix image generation model is adopted for the structure-guided image completion
problem. Comprehensive analysis of the results is performed for the scenarios when the
dataset comprises random points in the selected area and a continuous map is generated.

2. Materials and Methods

The methodology consists of two main steps, that is, preparation of the dataset and
quality analysis of images generated by GANs. For dataset preparation, two rasters are
used: a mosaic of sentinel images and a standard map layer. The first raster is used for
generative input and the second one is used as the model input. Then, both rasters are used
to create datasets for the study area which is used to train and test GAN models under
different scenarios for the addressed problems, namely, class imbalance in Sentinel-2 images
(i.e., total area of houses or roads is much smaller than forest or water) and evaluation of
the continuous mosaic composition of generated images using different GAN architectures.

2.1. Data Preparation

Lithuania was chosen as the study area. Although the proposed approach can be
applied to any country, Lithuania, being the authors’ country of residence, was chosen due
to the planned future projects related to image generation and analysis for industrial and
urban planning with respect to additional socio-economic parameters. Lithuania takes up
around 65,300 km2. The terrain is mostly flat with the highest point being about 293 m
and contains many lakes and rivers. Forested areas cover around 33% of the country [29].
Because of rather consistent land coverage, enough data for training and analysis of the
results are ensured and enable identification of possible challenges in image generation
such as class imbalance, lack of continuity in generated images if large areas must be
covered, and others.

2.1.1. Sentinel Data

In this research, Sentinel-2 was chosen because the need to generate parts of images
originated from the need to recreate land images obstructed by clouds or cloud shadows. It
is preferred in practical applications because of its higher spatial resolution (10 m) compared
to similar spectral imaging satellites such as Landsat 8 (30 m).

A European Space Agency project, the Sentinel satellite missions are designed to
observe the Earth’s surface. These missions carry various different sensors, including radar
and multispectral imaging equipment for ocean, land, and atmospheric monitoring. The
Sentinel-2 mission uses a multispectral high-resolution sensor for land monitoring, able
to provide a wide range of information based on its 13 different spectral bands, including
visible, near infrared, and short-wave infrared bands.

Since Sentinel-2 satellite data are often used in research, this makes it a great subject
for generative model research. This mission provides 13 different spectral bands, however,
only 3, visible light bands, will be used in this research. The Sentinel-2 mission provides
data with varied spatial resolution ranging from 10 to 60 m. The visible light bands are all



ISPRS Int. J. Geo-Inf. 2024, 13, 448 4 of 18

provided in 10 m spatial resolution so no further processing is required. In order to prepare
the study area raster with selected spatial bands, multiple Sentinel-2 rasters have to be
combined since a single Sentinel-2 raster only takes up part of the study area. Additional
preprocessing of cloud filtering is also performed before the entire study area raster can
be combined. Cloud filtering involves taking multiple rasters taken of the same area in a
short period of time, in this case 1 month, then taking information from rasters which do
not contain any clouds in that area. Data taken from Sentinel-2 satellites for the study area
were captured in June of 2023. A study area raster after processing is presented in Figure 1.
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Figure 1. Sentinel-2 study area raster after preprocessing, LKS-94 coordinate format.

2.1.2. Administrative Data

OpenStreetMap (OSM) is an open-source mapping database that allows users to freely
use its data. OSM provides various data including polygons of geographical features
such as forests, buildings, lakes, rivers, and others. These data can be used as an input
to generate Sentinel-2 images. For example, a model can be trained to take in OSM
geographical features and then generate a filled in Sentinel-2 image. Data snippets are
downloaded from the 2023 version and used as features. Since these data are provided
in polygon form a rasterization process is performed to create an equivalent raster to the
Sentinel-2 study area raster. However, before that, certain classes are merged together into
single polygon classes. All different road types, such as motorway, secondary, primary,
and others, are merged together into a single road class. Different water bodies such as
rivers and lakes are also merged into a singular water class. Finally, after preprocessing the
polygons, they are merged and rasterized, creating another study area raster as shown in
Figure 2. The distribution of different classes in the study area is provided in Table 1.

Table 1. Distribution of study area by type.

No Type Area Occupied

1 Road 2063.48 km2 (3.16%)
2 Building 822.78 km2 (1.26%)
3 Water 2461.81 km2 (3.77%)
4 Forest 23,769.2 km2 (36.40%)
5 Field 36,182.73 km2 (55.41%)
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Figure 2. Study area raster of land type.

2.1.3. Combining Dataset

Dataset preparation involves multiple processing steps. Firstly, the numbers of sam-
ples for training ntrain and validation nval are defined. Then, for every sample a random
longitude and latitude coordinate is generated and used as a reference point to crop out a
single sample of input and output images. Of course, randomization of coordinates does
not strictly separate data and some overlap between generated images may occur. How-
ever, in this research we assume that the overlap is not significant. A single sample crop
256 × 256 px in size used for the generative model is shown in Figure 3a. After cropping
out the dataset, another mirrored dataset is created with 3 inputs as shown in Figure 3b.
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green as generated area.
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These inputs include the original OSM class input, partial ground truth input, and
input defined with generative bounds, which consists of narrow strips at one or two image
borders. In our research, we used f = 20 pixels for strip width. Procedure 1 to construct
coverage of the strips on image borders is as follows:

Procedure 1:

1. Add one strip with uniform probability at one of the borders on the top, bottom, left,
or right;

2. Add the strip on any other border with probability of 25%.

The first step of the procedure ensures that at least one border is covered, while the second
step provides the samples with various covering scenarios, such as covering two borders at
the corner of the image or covering ahead lines. Such border covering represents the
problem of continuous raster generation for a large area, when an iterative image mosaic is
assembled with narrow overlap between small images, which in a general case may be in
any direction.

The testing dataset consists of another ntest samples of crop size of 512 × 512 pixels.
Larger images for testing are used in order to simulate a situation when evaluation is
performed on a continuously generated raster. The cropped image of 256 × 256 pixels with
offsets of 128 pixels from the top and right represents the evaluation zone as shown in
Figure 4. If the mosaic generation starts from the top-left corner as numbered in Figure 4,
even though overlap between generated elements exists and the dimensions of the final
mosaic of four images are k pixels smaller in both directions, the evaluation zone represents
only the generated area and the junction of four generated images is in the middle of it.
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Figure 4. Example of a four-image generation for the capture of evaluation zone.

2.1.4. Data Balance

As can be seen in Table 1, the data imbalance in the masks is very high, especially
comparing such classes as forest and fields with roads and buildings (36.4%, 55.41% to
3.16%, 1.26%). Although a GAN can be used to solve imbalanced data problems for other
machine learning problems, when, i.e., image data are augmented with GANs instead of
using standard data transformation procedures such as rotation or scaling [30], results of
GAN-generated images also depend on training data [31]. Several other approaches may
be used to deal with imbalanced data such as resampling techniques or using adopted
loss functions [32,33]. In our research, the imbalance problem is solved by clustering the
dataset using the k-means algorithm with each image represented by a feature vector that
contains the number of pixels of each class. Then, a separate GAN model is created for each
cluster. In the image generation step, the most suitable model is selected with respect to the
distribution of classes in the conditional mask. The motivation for this approach is based
on the fact that there is practically no limitation on creating dataset by selecting larger ntrain,
nval , and ntest values and generating input data automatically. Datasets can be selected
respectively to have enough data in each cluster even if the data distribution between
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clusters is not uniform. This may be performed by multiplying initial data amounts by
coefficient r with procedure 2 as follows:

Procedure 2:

1. Define ntrain, nval , ntest, and r;
2. Create dataset with r·ntrain, r·nval , r·ntest samples;
3. Cluster training dataset based on the image feature vector that contains the class

distribution, select k optimal clusters for data, and assign the samples of all datasets
to clusters based on the centroids obtained for the training dataset;

4. If any cluster has fewer samples than the initially defined ntrain, nval , ntest then increase
the r value and repeat steps 2–3;

5. Select ntrain, nval , ntest samples from each cluster for further analysis.

Training several models is a time-consuming task. However, at the inference stage
only the model selection based on context information is additionally performed. Also, this
solution can be implemented in GAN-based problems unlike the other machine learning
problems like semantic segmentation. In this case, the mask of the generated image is known
in advance, while in semantic segmentation the image generally cannot be assigned to a more
domain-specific model as no information about its probable class distribution is known.

2.2. Generative Models and Evaluation of Results

Generative models are machine learning models that are trained to take an input,
capture certain details and patterns about it, and then generate new similar data according
to those patterns. In this research a generative adversarial network (GAN) has been selected.

2.2.1. Generative Models

Depending on the context, different methods to generate images may be formulated,
i.e., conditional image generation [20] tackles new image generation based on the same
inputs or conditions. Other methods, such as structure-guided image completion, try to
complete images by filling in missing parts by using the structural information of existing
parts [34,35]. This research aims to implement a structure-guided image completion task
for Sentinel-2 image generation based on conditional GAN pix2pix architecture [15]. The
architecture is based on the pix2pix model and comprises two main components, that is,
the generator G and the discriminator D.

The generator comprises the U-Net architecture shown in Figure 5a, and the dis-
criminator uses PatchGAN architecture. Figure 5b shows the modification of the U-Net
generator to enable implementation of structure-guided image completion. In addition to
the conditional mask x1, extra inputs into the standard skip connection part of the generator,
namely, an image with a small part of target image x2 and respective mask x3, are used in
the modification. Using a part of a target image in x2 maintains continuity in the structure
of the generated image. The mask x3 enables locking in the existing part of the image
according to the x3 mask and then forcing the model to use the original image parts at the
end of generation. The modified architecture consists of seven input layers and therefore
the resulting GAN is denoted as pix2pix I7 later in the text.

The network aims to minimize the following PatchGAN loss function:

L(D, G) = Ey[logD(y)] + Ex[log(1 − D(G({xn})))] (1)

where D is the discriminator network, G is the generator network, {xn} represents all
possible inputs, that is, {x1} for the pix2pix and {x1, x2, x3} for the modified architecture
pix2pix I7, Ey is the expectation operator over the distribution of real images y, Ex is the
expectation operator over the distribution of input images x that are fed into the generator.
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2.2.2. Evaluation of Results

Unlike many segmentation models, GANs lack well-defined metrics for evaluation
and several metrics for quantitative evaluation may be used [36]. In our research on the
qualitative evaluation of the generated images we use the Fréchet inception distance (FID)
metric [37] and structural similarity index measure (SSIM) [38]. The FID metric evaluates
the quality of generated images by comparing the distribution of features extracted from
the generated images to the distribution of features extracted from real images using a
pretrained Inception v3 network. A lower FID value indicates that the generated images
are more similar to ground truth images in terms of their feature distribution. The FIDis
calculated as follows:

FID = ∥m − mw∥2
2 + Tr

(
C + Cw − 2(CCw)

1/2
)

(2)

where m, mw refer to the feature-wise mean of real and generated images; C, Cw are the
covariance matrices of real and generated images.

The SSIM, on the other hand, measures the structural similarity between two images
by comparing their luminance, contrast, and structural information. Here, an SSIM value
of 1 indicates perfect similarity, 0 indicates no similarity, and negative values indicate
dissimilarity. For two images x, y, the general SSIM formula is as follows:

SSIM(x, y) = (l(x, y))α(c(x, y))β(s(x, y))γ (3)

where x, y are the input images; l(x, y) is the luminescence comparison; c(x, y) is the
contrast comparison; s(x, y) is the structural comparison; α, β, γ are parameters used
to adjust the relative importance of each component, usually all set to 1 to have equal
importance. The formula of luminance l is as follows:

l(x, y) =
2µxµy + C1

µ2
x + µ2

y + C1
(4)
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where µx, µy are mean values of each compared image; C1 is a small constant used to
stabilize the equation (avoid division by 0). The formula of contrast c is as follows:

c(x, y) =
2σxσy + C2

σ2
x + σ2

y + C2
(5)

where σx, σy are the variance values for each specific input; C2 is a small constant used to
stabilize the equation. Lastly, the formula of structure s is as follows:

s(x, y) =
2σxy + C3

σxσy + C3
(6)

where σx, σy are the variance values for each specific input; σxy are the covariance values
for both of the inputs; C3 is a small constant used to stabilize the equation. If α = β = γ = 1
and C3 = C2/2, then the entire equation can be simplified to:

SSIM(x, y) =

(
2µxµy + C1

)(
2σxy + C2

)(
µ2

x + µ2
y + C1

)(
σ2

x + σ2
y + C2

) (7)

The multiscale structural similarity index measure (MS-SSIM) is an updated ap-
proach using the same SSIM metric that improves the measurements by adding variations
of image resolution and viewing conditions [39]. This method iteratively applies a low-
pass filter and then downsamples the image. Given two input images, MS-SSIM is
computed as follows:

MS−SSIM(x, y) = [lM(x, y)]αM ·
M

∏
j=1

[
cj(x, y)

]β j
[
sj(x, y)

]γj (8)

where the exponents αM, β j, γj are again used to adjust the importance of each component;
M denotes the highest scale (usually M = 5) and luminance lM(x, y) is calculated only at
that scale; j denotes finer scales that are calculated for both contrast cj(x, y) and structure
sj(x, y); the specific component calculations remain the same as described above.

In order to evaluate how good the continuous image generation is, we compare the
images generated by standard and modified architectures using the gradient magnitude
(GM) metric which measures how strong the change in image intensity is [40]. Although
the value of this metric depends on the content of the image (more details lead to a higher
GM value), visible transitions between mosaic regions should increase the GM, making
this comparison method suitable for our analysis, where a lower value of GM represents
better results. GM can be calculated as follows:

GM =
√

G2
x + G2

y (9)

where Gx is the gradient of the image intensity in the horizontal x axis; Gy is the gradient
of the image intensity in the vertical y axis. Both of the intensities can be calculated using a
Sobel filter.

Additionally, in all cases the visual inspection of the generated images is performed.

3. Results
3.1. Experimental Setup

In order to train the generative model, we use ntrain = 2500 samples. For validation
and testing datasets, we select nval = ntest = 500 samples each. In all cases the models are
trained for 10,000 epochs with a learning rate of 0.01. In order to compare the impact of the
data balancing, the following cases are analyzed:
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1. ntrain × k images are selected randomly from whole dataset (DS1), where k repre-
sents the number of clusters;

2. ntrain elements from each of the data clusters are used (DS2);
3. k distinct models are trained for each cluster, where the ith (i = 1, k) model is

trained with ntrain samples from the ith cluster (DS3 − DS(2 + i)).

3.2. Dataset Preparation

In order to have at least the minimum number of samples after clusterization in each
cluster, procedure 2 was applied. The coefficient r = 50 was selected and initially 100,000,
25,000, and 25,000 samples were generated for training, validation, and testing datasets.
After the clusterization stage, the number of clusters k = 3 was selected using the Elbow
method and the optimal number of clusters was numerically defined with the Kneedle al-
gorithm, when k values have been analyzed in the range of [1 . . . 10] as shown in Figure 6a.
The images in the training data after clusterization have been distributed as follows:
cluster 1: 38,020; cluster 2: 59,368; cluster 3: 2612. The class distributions in clusters are
provided in Figure 6b.
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Figure 6. (a) Selection of optimal number of clusters (marked by the red dashed line) after applying
Kneedle method, (b) Class distribution in different clusters, in addition to their sample sizes.

All three clusters show varying distributions. The first cluster is heavily biased
towards forested areas, the second towards fields, and the third towards more urban
areas. However, unlike the first two clusters, the 3rd cluster does not have a heavy
overload of a single class, as multiple classes are represented in a balanced way rather
than one of the main two classes (forest and field) being overloaded. This occurs because
the urban areas take up a smaller part of satellite images. Additionally, it can be noted
that with more urban areas, the road class also becomes more represented. From these
clusters, five dataset cases (DS1–5) are created. DS1 is created from random images
without taking any clusters into account with 7500 samples for training and 1500 samples
for validation and testing. DS2 is created from a combination of all three clusters, by
taking 2500 samples from each for training and 500 samples from each for validation
and testing. The DS3–DS5 datasets take 2500 samples for training and 500 for validation
and testing from each of the clusters. Figure 7 provides examples of each cluster. The
first cluster is overloaded with “forest” data, the second cluster provides samples with
the “field” class, and the third cluster provides examples of more urban areas where
there are different classes, but most importantly “building” and “road” classes are
better represented.
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3.3. Evaluation of Combined Images

After running the tests on all the models trained with their specific datasets, GM
was calculated as shown in Table 2. The table provides results of the average GM for the
respective testing sets. Additionally, the average GM is calculated in the junction area of
the respective bandwidths, that is, the bands according to the horizontal and vertical axis
in the middle of the combined image. The metric is provided for both types of models, that
is, the standard architecture of pix2pix and the modified one of pix2pix I7. The GM value
itself describes the local rate of change in the scalar field. If this metric is applied in the
junction where the models are intended to generate images with a continuous structure,
localized change can be measured. The results of the updated model pix2pix I7 suggest
that it has a smaller rate of change in the junctions of generated images, implying that it
creates smoother transitions between multiple generated images. This can be clearly seen
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in cases where the average GM is calculated in the junction areas. For the pix2pix model,
the average GM increases as the bandwidth decreases. For the narrowest analyzed band
(10 px), the average value was more than 13% higher than the average of the full image
(more that 20% for DS1 and DS3 datasets). In comparison, the average GM in the junction
regions of the images generated by pix2pix did not differ significantly from the values
obtained for the full image, that is, the difference did not exceed 5% with the exception of
DS3 (forest-dominated cluster) in which the average GM was less than 7% higher than the
average GM of the full image. Moreover, the trend that the GM increases as the analyzed
area moves closer to the junction does not hold for the images generated using the pix2pix
I7 model.

Table 2. Results of gradient magnitude on the specific datasets if average value is calculated for the
full image or the vertical and horizontal bands in the transition area.

Average (Full Image) Average (Bandwidth 20 px) Average (Bandwidth 10 px)

Pix2Pix Pix2Pix I7 Pix2Pix Pix2Pix I7 Pix2Pix Pix2Pix I7

DS1 54.05 53.71 60.60 54.72 64.90 53.38
DS2 59.48 55.14 63.41 55.53 67.56 55.07
DS3 42.11 38.50 47.42 40.64 51.04 41.10
DS4 59.32 52.29 63.92 50.97 68.90 50.40
DS5 82.94 79.36 88.69 78.85 93.98 80.92

Additional visual examples of GM calculation are provided in Figure 8. These
examples illustrate a visual distinction between the continuous images generated by the
different models. Figure 8a presents the original image and the generated alternatives
are provided in Figure 8b,c. Figure 8g–j show the GM filter on the generated images
and respective junction areas for both models. It can be seen that the pix2pix I7 model
provides a smoother transition and avoids creating sharp lines in the transition between
multiple generated images.
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Figure 8. Visualization of gradient magnitude evaluation: (a) Example of ground truth image;
(b) Example of an image generated with pix2pix model; (c) Example of an image generated with
pix2pix I7 model; (d) Zoomed-in junction area from (b) image bounded in green; (e) Zoomed-in
junction area from (c) image bounded in green; (f) Example of input sketch image with mapping data;
(g) Example of an image generated with pix2pix model illustrated with gradient magnitude filter;
(h) Example of an image generated with pix2pix I7 model with gradient magnitude filter; (i) Zoomed-
in junction area from (g) image bounded in green; (j) Zoomed-in junction area from (j) image bounded
in green.
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3.4. Generated Image Quality Evalution

The evaluation of the proposed approach is provided in Table 3. As a baseline, the
standard architecture of pix2pix and proposed pix2pix I7 architecture have been trained
on DS1–5 datasets and each trained model was compared with separate testing data
from clusters 1–3 (DS3–5 testing data). FID, SSIM, and MS-SSIM metrics were used for
performance evaluation of numerical models.

Table 3. Evaluation results (FID, SSIM, and MS-SSIM) of pix2pix and pix2pix I7 models with testing
data selected from clusters 1, 2, and 3.

Cluster 1 (DS3) Cluster 2 (DS4) Cluster 3 (DS5)

FID SSIM MS-SSIM FID SSIM MS-SSIM FID SSIM MS-SSIM

Pix2Pix (DS1) 141.202 0.4299 0.5083 184.036 0.3132 0.3736 190.036 0.3284 0.4455
Pix2Pix (DS2) 141.685 0.4342 0.5193 182.238 0.3152 0.3817 197.586 0.3362 0.4587
Pix2Pix (DS3) 144.690 0.4461 0.5288 X X X X X X
Pix2Pix (DS4) X X X 182.477 0.3110 0.3714 X X X
Pix2Pix (DS5) X X X X X X 162.673 0.3532 0.5159

Pix2Pix I7 (DS1) 144.667 0.4456 0.5360 195.249 0.3267 0.3961 195.621 0.3345 0.4597
Pix2Pix I7 (DS2) 145.593 0.4595 0.5465 198.271 0.3400 0.4056 200.117 0.3453 0.4675
Pix2Pix I7 (DS3) 143.407 0.4634 0.5477 X X X X X X
Pix2Pix I7 (DS4) X X X 194.465 0.3352 0.3984 X X X
Pix2Pix I7 (DS5) X X X X X X 173.408 0.3575 0.5165

The FID evaluation shows that the original pix2pix model in most cases achieves
better results than the updated pix2pix I7 model. For example, the FID metrics are
141.202 vs. 144.667 when models trained on DS1 have been compared on cluster 1 testing
data. However, comparing the SSIM metric in all cases pix2pix I7 outperforms the standard
architecture. For example, in the same scenario when models trained on DS1 data have
been compared on cluster 1 testing data, the best results were obtained for pix2pix I7 with
an SSIM value of 0.4634 while the standard pix2pix architecture trained on the same data
obtained an SSIM value of 0.4461. When calculating the SSIM, the structural similarities of
ground truth and generated images are compared for each image independently. Although
the locked parts of the image are not included in the area for which the SSIM is calculated,
the pix2pix I7 model tends to maintain better structural similarity between the adjacent im-
ages. The MS-SSIM corresponds to the SSIM results by demonstrating the better multiscale
structural similarity.

It should be noted that the highest impact of the training models on the clustered
data was noticed for cluster 3 (DS5) in which the ratio of classes “road” and “building” is
significantly higher than in the others. The FID values for the pix2pix and pix2pix I7 models
trained on the cluster 3 data (DS5) decreased by 14% and 11% compared to the respective
models trained on the full dataset. Similarly, SSIM values increased by 7.5% and 6.86%,
respectively. For other clusters, the impact of the training on clustered data was not
significant, that is, the FID and SSIM values differed less than 5% compared with the
models trained on the full dataset. This is explained by the fact that classes “road” and
“building” highly dominate in clusters 1 and 2, similarly to the full dataset, and therefore
there is no significant difference in the clustered and initial data.

Moreover, the highest FID and lowest SSIM values were obtained for the DS3 cluster
with dominating class “forest” which demonstrated good application possibility for gener-
ating images with the forest-dominated conditional mask. Models for cluster 2 (DS4) and
cluster 3 (DS5) demonstrated similar FID and SSIM values except for the models trained on
DS5 data for the DS5 testing dataset.

Visual examples of data from each cluster are provided in Figure 9. The results
of models of pix2pix trained on DS1 and pix2pix I7 trained on specific cluster data are
compared. Examples show the standard test cases from each cluster, where the “forest” class
dominates in the first cluster, the “field” class dominates in the second cluster, and in the
last one, urban areas with classes “building” and “road” are better represented compared
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with other clusters. Predictions of both models are shown as examples to illustrate what
the updated model is attempting to achieve. The original pix2pix model contains hard lines
in areas where multiple image predictions join, however, the updated pix2pix I7 model has
smoother and more continuous transitions. However, certain drawbacks are still visible, for
example, the results of the updated model trained on DS4 data still contain transitioning
marks, even if they are not hard lines. This shows that although the updated model has the
capabilities to create continuous transitions between generated images, further research
might be needed in order to achieve smoother results.
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Figure 9. Examples of images from specific datasets and the predictions of the respective models
trained on them: (a) DS3 ground truth image; (b) DS3 input mask image; (c) DS3 pix2pix model
generation on DS1; (d) DS3 pix2pix I7 model generation on DS3; (e) DS4 ground truth image; (f) DS4
input mask image; (g) DS4 pix2pix model generation on DS1; (h) DS4 pix2pix I7 model generation on
DS4; (i) DS5 ground truth image; (j) DS5 input mask image; (k) DS5 pix2pix model generation on
DS1; (l) DS5 pix2pix I7 model generation on DS5. In the mask images, green represents Forest, red
represents Field, blue represents Water, cyan represents Road, yellow represents Building.

4. Discussion

The goal of this study was to propose an approach to generate satellite images covering
a large area by ensuring their visual and structural integrity with the adjacent generated
and the known actual satellite images. The study contributes to the analysis of the data
imbalance problem as well as proposes the modified pix2pix I7 GAN architecture to use
known parts of the image as input.
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The quality of the visual and structural integrity of the combined images was evaluated
with FID, SSIM, MS-SSIM, and GM metrics. Although the FID values did not demonstrate
the benefits of the modified architecture, the SSIM and MS-SSIM values were higher for the
images generated using the pix2pix I7 model which implies better structural integrity of
the images. The analysis of average GM demonstrated that the values in the junction region
are higher compared to the ones obtained for the full image for the images generated using
the original architecture whereas the images generated using the modified architecture
maintain approximately uniform average GM throughout the image. Obviously, the GM
can be affected by structures with sharp contours, such as roads or buildings, thus, the local
effect on the junction area was analyzed.

The data imbalance problem was tackled by clustering the training images with respect
to the class distribution in the conditional mask. Although the “forest” and “field” classes
dominate in all three clusters, the third cluster represents the “building” and “road” classes
better than the other clusters. Therefore, the models trained on only this dataset show a
significant improvement compared to the models trained on the dataset without clustering.
The disadvantages of using this strategy to train different models for each cluster include
the limitations of time and computational resources required to train and store several
models. On the other hand, in the inference stage, the model selection is performed by
evaluating similarity to the training data centroids and using the model representing the
most similar one.

According to the FID, SSIM, and MS-SSIM evaluation metrics, the best images were
generated for the dataset cluster with the dominating “forest” class (more than 50% of
pixel values in the images of the cluster). This could be explained by the rather simple and
repetitive forest pattern throughout the dataset and a limited color scheme. In contrast,
for the cluster in which the “field” class dominates over 50% of pixel values, higher FID
values and lower SSIM values are observed, meaning worse conformity with the original
input. This may be caused by a more complex pattern and a wider color range caused by
the diversity of the field types (grassland, crops, plowed, and others).

Although the suggested approach demonstrates good results for the used datasets,
the used datasets are rather specific to the geographic and climatic conditions. The research
does not take into account the land coverage diversity that occurs in other geographical
areas (mountains, deserts, other forest and field types). Thus, fine-tuning to the specific
geographical conditions is necessary in order to transfer the models to other geographical
areas or take into account global diversity. Similarly, the datasets were limited to images of
the summer period because of the high overcast and cloudiness percentage (~80%) during
the winter period. This leads to a limitation of image generation to only the summer period.

Using parts of the satellite image as GAN input contributes to generating a smooth
transition between the images. However, the size of the input image needed to achieve
acceptable integrity between the input and generated parts is not clear and could be
considered in future work.

As technologies develop and the quality of satellite images improves, the selection
of GAN architecture and its parameters, such as loss function, is not a finite process. The
study presents a framework for analysis of generated images. However, the comparison
of results obtained using different GAN architectures is a matter of future research. In
addition, the evaluation of the quality of generated images and especially their junctions
still lacks a clear methodology.

5. Conclusions

In this study, open access remote sensing data and open-source mapping data were
used to create a GAN model that could generate continuous remote sensing data. Reference
model pix2pix was taken and then modified with the purpose of making a model that was
more suited to smoothly generating multiple remote sensing images. The modification
included adding two additional inputs to the standard layer that allow the new model
to have a reference point of where to start generating from. Multiple iterations of both
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the original pix2pix and updated pix2pix I7 models were trained and evaluated using the
following metrics: gradient magnitude, Fréchet inception distance, and structural similarity
index measure. Models were trained on randomized data and on data clustered by the
class distribution in an image. Five datasets were created, one from random data as DS1
of 7500 samples and four others from clustered data, DS2 of size 7500 with 2500 samples
from each cluster and DS3–DS5 with 2500 samples from a specific cluster. Gradient mag-
nitude results indicate that the updated model manages to make smoother transitions be-
tween multiple images when measuring the transition between multiple generated images.
When measured against randomly composed DS1 data, the original pix2pix model scores
54.05 and the updated pix2pix I7 model manages to achieve a lower value of 53.71. Re-
sults are also better for the updated model when evaluating models trained on combined
clustered data: DS2 59.48 against 55.14. Evaluation of FID and SSIM was performed for
DS3–DS5 testing data, each dataset consisted of 500 testing samples. Evaluating the SSIM
also yielded better results for the pix2pix I7 model. Models trained on DS3 and DS5 data
achieved the highest results when tested on their own cluster datasets and for DS4 testing
data the best evaluated model was pix2pix I7 trained on combined clustered data from DS2.
On the other hand, FID results showed the opposite. All three testing datasets achieved the
best results with the original pix2pix model. This could indicate that although the model
obtains smoother transitions between multiple generated images as shown by gradient
magnitude and SSIM results, the feature quality of the generated image becomes slightly
worse with the pix2pix I7 model. The results show promising possibilities of modifying an
existing pix2pix model for the generation of continuous images.
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