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PURPOSE. This study assesses the impact of additional reference objects (RO) 
on the trueness and precision of distance and angle measurements between 
scan bodies in digital scans with four different intraoral scanners (IOS) in partially 
edentulous models. MATERIALS AND METHODS. Maxilla models (Frasaco, 
Frasaco GmbH, Tettnang, Germany) with one (3-U) and two (4-U) missing 
posterior teeth were 3D printed and fitted with dental implants and scan bodies. 
Four intraoral scanners (Primescan (Dentsply Sirona, Charlotte, NC, USA) (PS), 
Trios 3 (3Shape) (T3), Trios 4 (3Shape) (T4), and CS3600 (Carestream Dentistry) 
(CS)) captured digital implant impressions with and without additional RO. Scans 
were aligned and assessed for distance and angulation measurements between 
scan bodies. Statistical analyses compared trueness and precision across model 
groups using the Student t-test and Welch’s ANOVA. RESULTS. CS consistently 
showed the highest distance values across IOS devices in both the 4-U and 
3-U models (P < .05), both with and without RO. The distance values were not 
considerably affected by the presence of RO (P > .05), except for a few isolated 
cases in the PS and CS groups of 3-U models. When measuring angles, CS usually 
showed greater values than the other IOS devices, especially when RO was 
present both in the 4-U and 3-U variants (P < .05). CONCLUSION. The influence 
of additional reference objects on accuracy varies with different scanner types, 
irrespective of edentulous area length. [J Adv Prosthodont 2024;16:302-10]
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INTRODUCTION

New methods for clinical practice are made possible by the ongoing advance-
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ment of digital technology, but the accuracy of digi-
tal implant impressions is still the primary concern in 
dentistry. The accuracy of 3D digital implant scanning 
is comparable to traditional implant impressions, ac-
cording to the most recent systematic reviews and 
meta-analyses; however, these findings are primarily 
based on in vitro research.1,2

Some of the parameters that may affect the accu-
racy of the digital implant impression (DII) include 
the implant number and its placement on the den-
tal arch,3 the distance and angulation between the 
implants,4,5 the scan body design,6 and the scanning 
technique.7 Long edentulous regions separating im-
plants in partially or completely edentulous jaws may 
potentially interfere with the scanning process due to 
potential image stitching issues. To increase scanning 
quality and speed, various types of additional refer-
ence objects (RO) fixed at edentulous locations were 
suggested for use.8-11 Nonetheless, research utilizing 
several forms of RO yields inconsistent findings about 
the influence of RO on the precision of digital scan-
ning.8,11,12

Trueness and precision are characteristics of scan-
ning accuracy. Trueness is the measurement’s ability 
to match the actual value, whereas precision is the 
scanner’s ability to yield consistent findings when 
multiple measurements of the same object are done.3 
It is challenging to select an appropriate intraoral 
scanner (IOS) due to the wide range of manufactur-
ers offering different models, each with varying per-
formance and indications, even if advances in digital 
technologies have made superior alternatives to tra-
ditional approaches available.

The aim of this study was to evaluate the effect of 
additional reference objects on the digital implant 
impression accuracy, measuring the differences in 
angulation and distance between scan bodies in two 
partially edentulous models (simulating situation of 
three- and four-unit two-implant-supported bridge) 
when four different IOS were used. The null hypothe-
sis stated that (1) using a different IOS does not influ-
ence the trueness and precision of the distance and 
angle values, and (2) using an RO does not affect the 
trueness and precision of the distance and angle val-
ues among the IOS devices.

MATERIALS AND METHODS

Using the Frasaco model (Frasaco GmbH, Tettnang, 
Germany) as a guide, two different types of maxilla 
models were manufactured using the Asiga Max UV 
(Asiga, Sydney, version 1.2.11) 3D printer. Since the 
right side of the initial model (4-U) lacked both pre-
molars and molars, dental implants measuring 4.1 
mm in diameter from Straumann (Basel, Switzerland) 
were placed in place of the first premolar, which was 
positioned straight, and the second molar, which 
was positioned 20° mesially inclined. Additionally, 
two implants were placed in the second partially 
edentulous model (3-U) in the locations of the second 
molar (tilted 20° mesially) and second premolar 
(straight). A cordless electronic screwdriver (iSD900, 
NSK) was used to attach scan bodies (CARES RC Mono 
scan body, Straumann) at a torque of 15 Ncm to the 
implants (Fig. 1). The models were then scanned us-
ing a Nikon Altera 10.7.6 (Nikon Metrology) reference 
scanner to create reference scans. 

Primescan (Dentsply Sirona, version 5.0.1) (PS), Tri-
os 3 (3Shape, version 1.18.2.10) (T3), Trios 4 (3Shape, 
version 19.2.2) (T4), and CS3600 (Carestream dentist-
ry, version 3.1.0) (CS) IOS were used to capture DII ten 
times (n = 10) for each model without the use of RO. 
The scanning sequences were implemented follow-
ing the instructions provided by each manufacturer 
and the IOS manuals. The scans were made for full 

Fig. 1. Models simulated three-unit or four-unit two-im-
plant-supported (BLT Implant, Ø 4.1- mm RC; Straumann, 
Basel, Switzerland) fixed partial denture situation. Distal 
implants were tilted mesially 20°.
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arch to be as close to clinical workflow as possible. 
Subsequently, edentulous portions were attached 
with tablets (approximately Ø2 × 1 mm) of hardened 
glass-ionomer cement (Fuji Plus, GC, Tokyo, Japan) 
to create extra RO between implants on the top of al-
veolar ridge. RO tabs were fixed to the model using 
glass-ionomer cement (Fuji Plus, GC). All models were 
then scanned again using four different IOS. For fur-
ther analysis, the scanning data were exported in the 
standard tessellation language (STL) format. Using 
the best-fit alignment technique and Geomagic Con-
trol X 2018 (3D Systems Corporation, Morrisville, NC, 
USA) software, every scan was accurately aligned on 
the reference scan.

To align CAD models of scan bodies to the scanned 
surfaces of scan bodies, distance and angulation 
characteristics between scan bodies were measured. 
The intersection of a predetermined center axis and 
the scan body’s bottom plane (9 mm below the top 
surface of the scan body) was used to determine the 
scan body’s center point. The measurement was 
made of the distance between the two scan bodies’ 
center locations. The bottom plane of the scan body 
was used to better represent the expected misfit at 
the implant-abutment interface. The angle between 
two vectors that represented the scan bodies’ axes in 
three dimensions was used to calculate the angula-
tion of the bodies (Fig. 2).

All measured parameters had their trueness and 
precision calculated, and the results were compared 

across the model groups with and without RO. The 
statistical software Matlab 2020a (The MathWorks 
Inc., Natick, MA, USA) was used to conduct the statis-
tical study.

The Student two-sample t-test was used for each 
scanner to test for differences between models with 
and without RO to estimate statistically significant 
differences between measurements. A significance 
level of 0.05 was chosen. Welch’s ANOVA was used to 
compare the outcomes of each model among scan-
ners because the homogeneity of variance condition 
was not met. For post-hoc analysis, the Games-How-
ell test was employed.

RESULTS

In terms of trueness, the highest distance deviation (μ
m) in 4-U models was observed in CS (194.8 ± 167.5), 
followed by T3 (43.1 ± 18.6), T4 (33.4 ± 18.1) and PS 
(26.3 ± 19.2), respectively. The difference between 
CS and PS was statistically significant (P = .048), while 
the differences among the other IOS devices were in-
significant (P > .05). With the involvement of RO in 4-U 
models, the highest distance values were observed in 
CS (193.2 ± 167.0), followed by T4 (37.1 ± 14.9), T3 
(32.0 ± 18.0), and PS (20.4 ± 11.6), respectively. The 
difference between CS and PS was statistically signif-
icant (P = .04), while the differences among the other 
IOS devices were insignificant (P > .05). The presence 
of RO did not affect the distance results in 4-U models 

Fig. 2. Representation of distance and angulation measurements between the scan bodies.
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in any of the IOS devices significantly in terms of true-
ness (P > .05) (Table 1).

In terms of trueness, the highest angle (°) value in 
4-U models was observed in CS (0.41 ± 0.29), followed 
by PS (0.22 ± 0.04), T4 (0.14 ± 0.09), and T3 (0.12 ± 
0.09), respectively. The difference between PS and T3 
was statistically significant (P = .003), while the differ-
ences among the other IOS devices were not statisti-
cally significant (P > .05). With the involvement of RO, 
in 4-U models, the highest angle values were observed 
in CS (0.40.2 ± 0.25), followed by PS (0.18 ± 0.04), T4 
(0.14 ± 0.12), and T3 (0.14 ± 0.10), respectively. The 
differences between CS-T3 (P  = .047) and CS-T4 (P  = 
.049) were statistically significant, while there was no 
significant difference among the other IOS devices. 
The presence of RO presented a statistically signifi-
cant difference in only the PS group (P = .03), while the 
presence of RO created no significant difference for 
the other IOS devices (P > .05) (Table 1). 

In terms of trueness, in 3-U models, CS (128.2 ± 
86.0) presented the highest distance deviation values, 
significantly different from all the other IOS devices, 
followed by PS (9.7 ± 5.5, P = .01), T4 (8.9 ± 5.2, P = 
.01) and T3 (8.6 ± 4.6, P  < .01), respectively. The dif-
ferences among the other IOS devices were not sta-
tistically significant (P > .05). With the presence of RO 
in 3-U models, CS (42.7 ± 27.4) presented the high-
est distance values, significantly different from all the 

other IOS devices, followed by T4 (8.9 ± 5.2, P  =.02), 
T3 (10.0 ± 9.1, P = .02) and PS (4.0 ± 2.9, P < .01), re-
spectively. The differences among the other IOS de-
vices were not statistically significant (P > .05). In 3-U 
models, the presence of RO created a statistically sig-
nificant difference in the PS group (P  = .01) and CS 
group (P  = .008) in terms of the trueness of distance 
values. RO presence presented no significant effect 
with the other IOS devices in 3-U models (P = .05) (Ta-
ble 2).

In terms of trueness, the highest angle (°) value in 
3-U models was observed in CS (0.33 ± 0.14), fol-
lowed by T4 (0.22 ± 0.12), T3 (0.12 ± 0.04), and PS 
(0.08 ± 0.05), respectively. Only the differences be-
tween CS and PS (P = .003), CS and T3 (P = .007), and 
T4 and PS (P = .02) were statistically significant. With 
the presence of RO in 3-U models, T4 (0.22 ± 0.08) 
presented the highest angle values, followed by CS 
(0.19 ± 0.14), T3 (0.14 ± 0.08) and PS (0.11 ± 0.04), 
respectively. Only the difference between PS and T3 
was statistically significant (P = .01) (Table 2).

In terms of precision, the highest distance (μm) in 
4-U models was observed in CS (143.4 ± 83.3), fol-
lowed by PS (17.5 ± 9.6), T4 (15.3 ± 8.1) and T3 (14.7 
± 10.2), respectively. Only the differences between 
CS and PS (P = .007), CS and T3 (P = .006), and CS and 
T4 (p = .006) were statistically significant. With the in-
volvement of RO, in 4-U models, the highest distance 

Table 1. The trueness of mean distance and angle values with their standard deviation in 4-unit models with or without 
RO with their respective P values

Distance, μm
mean ± std P* Angle, °

mean ± std P*

PS 4-U 26.3 ± 19.2b
.42

0.22 ± 0.04a
.03

PS 4-URO 20.4 ± 11.6x 0.18 ±  0.04xy

CS 4-U 194.8 ± 167.5a
.98

0.41 ± 0.29ab
.91

CS 4-URO 193.2 ± 167.0y 0.40 ± 0.25x

T3 4-U 43.1 ± 18.6ab
.19

0.12 ± 0.09b
.72

T3 4-URO 32.0 ± 18.0xy 0.14 ± 0.10y

T4 4-U 33.4 ± 18.1ab
.62

0.14 ± 0.09ab
.93

T4 4-URO 37.1 ± 18.1xy 0.14 ± 0.12y

PS: Primescan, CS: CS 3600, T3: Trios 3, T4: Trios4, 4-U: 4 unit (length of restoration), 4-URO: 4 unit with reference objects, a,b: The different letters show sta-
tistically significant differences between 4-U group within each column. x,y: The different letters show statistically significant differences between the 4-URO 
group within each column.
*P < .05
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values were observed in CS (200.5 ± 96.4), followed 
by T3 (15.5 ± 7.6), PS (12.9 ± 8.7), and T4 (12.5 ± 
6.9), respectively. Only the differences between CS 
and PS (P = .003), CS and T3 (P = .003), and CS and T4 
(P  = .003) were statistically significant. The presence 
of RO presented no statistically significant effect on 
the precision of distance values in 3-U models in any 
of the IOS devices (P > .05) (Table 3).

In terms of precision, the highest angle (°) value 
in 4-U models was observed in CS (0.41 ± 0.28), fol-
lowed by T3 (0.13 ± 0.07), T4 (0.09 ± 0.07), and PS 
(0.03 ± 0.02), respectively. Only the difference be-
tween CS and PS (P  = .01), CS and T3 (P  = .049), CS 
and T4 (P = .03), and PS and T3 (P = .01) were signifi-
cant. With the involvement of RO, in 4-U models, the 
highest angle values were observed in CS (0.33 ± 
0.20), followed by T3 (0.14 ± 0.19), T4 (0.10 ± 0.06), 
and T4 (0.03 ± 0.02), respectively. Only the differenc-
es between CS and PS (P = .007), CS and T4 (P = .02), 
PS and T3 (P = .03), and PS and T4 (P = .03) were sta-
tistically significant. The presence of RO presented no 
significant effect on the precision of angle values in 
4-U models in any of the IOS devices (P > .05) (Table 3). 

In terms of precision, the highest distance (μm) in 
3-U models was observed in CS (108.7 ± 68.2), fol-
lowed by T4 (8.9 ± 4.9), T3 (8.1 ± 4.8), and PS (5.4 ± 
3.5), respectively. Only the difference between CS and 

PS (P = .007), CS and T3 (P = .007), and CS and T4 (P 
=.008) were significant. With the involvement of RO, 
in 3-U models, the highest distance values were ob-
served in CS (41.6 ± 28.6), followed by T3 (9.7 ± 9.3), 
T4 (6.1 ± 3.7), and PS (3.8 ± 61.2), respectively. Only 
the difference between CS and PS (P  = .01), CS and 
T3 (P = .03), and CS and T4 (P = .02) were significant. 
Only in the CS group did the presence of RO present a 
statistically significant effect on distance values in 3-U 
models (P = .01), while the rest of the IOS performed 
similarly in the presence or absence of RO (P  > .05) 
(Table 4).

In terms of precision, the highest angle (°) value in 
3-U models was observed in CS (0.33 ± 0.14), followed 
by T4 (0.10 ± 0.07), T3 (0.09 ± 0.05), and PS (0.04 ± 
0.02), respectively. Only the difference between CS 
and PS (P = .003), CS and T3 (P = .004), and CS and T4 
(P  = .004) were statistically significant. With the in-
volvement of RO, in 3-U models, the highest angle val-
ues were observed in CS (0.19 ± 0.13), followed by T4 
(0.07 ± 0.05), T3 (0.06 ± 0.05), and PS (0.03 ± 0.02), 
respectively. Only the differences between CS and PS 
(P = .002) were statistically significant. Only in the CS 
group did the presence of RO present a statistically 
significant effect on distance values in 3-U models (P 
= .04), while the rest of the IOS performed similarly in 
the presence or absence of RO (P > .05) (Table 4).

Table 2. The trueness of mean distance and angle values with their standard deviation in 3-unit models with or without 
RO with their respective P values

Distance, μm
mean ± std P* Angle, °

mean ± std P*

PS 3-U 9.7 ± 5.5b
.01

0.08 ± 0.05a
.14

PS 3-URO 4.0 ± 2.9x 0.11 ± 0.04x

CS 3-U 128.2 ± 86.0a
.008

0.33 ± 0.14ab
.04

CS 3-URO 42.7 ± 27.4y 0.19 ± 0.14xy

T3 3-U 8.6 ± 4.6b
.67

0.12 ± 0.04bc
.51

T3 3-URO 10.0 ± 9.1y 0.14 ± 0.08xy

T4 3-U 8.9 ± 5.2b
.56

0.22 ± 0.12cd
.86

T4 3-URO 10.5 ± 6.7y 0.22 ± 0.08y

PS: Primescan, CS: CS 3600, T3: Trios 3, T4: Trios4, 3-U: 3 units (length of restoration), 3-URO: 3 units with reference objects, a,b,c,d: The different letters show 
statistically significant differences between 3-U group within each column. x,y: The different letters show statistically significant differences between the 
3-URO group within each column.
*P < .05
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DISCUSSION

Diverse factors could impact the accuracy of digi-
tal scanning, which could explain the disparities ob-
served among studies.13 Two of those variables were 
found to be highly effective: the length of the eden-
tulous arch14 and the type of intraoral scanner equip-
ment.15

According to the results of this study, in terms of 
trueness and precision of distance values, CS always 
presented significantly higher deviations compared 
to PS, while the other IOS devices presented variable 

results in both 3-U and 4-U models. In terms of true-
ness and precision of angle values, CS always pre-
sented the highest deviation values, although the sig-
nificance of those values compared to the other IOS 
devices varied among the groups in both 3-U and 4-U 
models. In CS 3-U models, the use of RO presented 
statistically significant differences in both trueness 
and precision of distance and angle values. In terms 
of trueness, the use of RO in PS groups created a sta-
tistically significant difference both in angle values of 
4-U models and distance values of 3-U models. The 
use of RO presented no significant difference among 

Table 4. Precision of mean distance and angle values with their standard deviation in 3-unit models with or without RO 
with their respective P values

Distance, μm
mean ± std P* Angle, °

mean ± std P*

PS 3-U 5.4 ± 3.5b
.20

0.04 ± 0.02b
.12

PS 3-URO 3.8 ± 1.2y 0.03 ± 0.02y

CS 3-U 108.7 ± 68.2a
.01

0.33 ± 0.14a
.04

CS 3-URO 41.6 ± 28.6x 0.19 ± 0.13x

T3 3-U 8.1 ± 4.8b
.63

0.09 ± 0.05b
.21

T3 3-URO 9.7 ± 9.3y 0.06 ± 0.05xy

T4 3-U 8.9 ± 4.9b
.17

0.10 ± 0.07b
.22

T4 3-URO 6.1 ± 3.7y 0.07 ± 0.05xy

PS: Primescan, CS: CS 3600, T3: Trios 3, T4: Trios4, 3-U: 3 unit (length of restoration), 3-URO: 3 unit with reference objects, a,b: The different letters show sta-
tistically significant differences between 3-U group within each column. x,y: The different letters show statistically significant differences between the 3-URO 
group within each column.

Table 3. Precision of mean distance and angle values with their standard deviation in 4-unit models with or without RO 
with their respective P values

Distance, μm
mean ± std P* Angle, °

mean ± std P*

PS 4-U 17.5 ± 9.6b
.27

0.03 ± 0.02cd
.56

PS 4-URO 12.9 ± 8.7y 0.03 ± 0.02z

CS 4-U 143.4 ± 83.3a
.17

0.41 ± 0.28a
.47

CS 4-URO 200.5 ± 96.4x 0.33 ± 0.20w

T3 4-U 14.7 ± 10.2b
.86

0.13 ± 0.07b
.64

T3 4-URO 15.5 ± 7.6y 0.14 ± 0.10wx

T4 4-U 15.3 ± 8.1b
42

0.09 ± 0.07bc
.77

T4 4-URO 12.5 ± 6.9y 0.10 ± 0.06xy

PS: Primescan, CS: CS 3600, T3: Trios 3, T4: Trios4, 4-U: 4 unit (length of restoration), 4-URO: 4 unit with reference objects, a,b,c: The different letters show 
statistically significant differences between 4-U group within each column. w,x,y,z: The different letters show statistically significant differences between the 
4-URO group within each column.
*P < .05
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other IOS devices. Therefore, the first and second null 
hypotheses were both partially rejected, indicating 
that the type of the IOS device and the presence of RO 
might be co-dependent as an affecting factor on the 
accuracy of bite registration regardless of the length 
of the edentulous area. 

According to a narrative review by Michelinakis et 
al .,16 intraoral scanning demonstrated high accura-
cy in models with both single and multiple implant 
applications. However, in the edentulous arches, no 
matter what the impression technique was, no signifi-
cant difference between the intraoral scanner and the 
impression technique was observed.

In several articles, the trueness and precision of 
the digital scans obtained from the different IOS de-
vices were evaluated by comparing them with scans 
obtained from a highly reliable laboratory scanner. 
Despite a notable distinction between the IOS and 
the fact that some of them exhibited greater accura-
cy while scanning the entire arch, none of the more 
recent IOS devices displayed a discrepancy in accura-
cy more than the anticipated 150 μm threshold.3,17-20 
Every IOS performed differently in our investigation. 
As was consistent with earlier research, Primescan 
demonstrated significantly greater accuracy than CS 
3600 and marginally better accuracy than the other 
evaluated IOS devices.21-24 This might be due to the 
software algorithm of Primescan.25 Digital scanners 
employ a digital language called STL to map out the 
surface of the scanned object by creating a triangular 
mesh.15 Different IOS devices employ different scan-
ning methods, which results in variations in triangular 
mesh resolution and arrangement. These variations 
might impact the size of the triangles inside the mesh 
and, as a result, generate disparities in the 3D accura-
cy of the final product compared to the original sub-
ject.25,26

For precise scan results, subsequent pictures must 
be precisely superimposed or stitched together. It is 
well known that this procedure results in dimensional 
disparities that are closely correlated with the inter-
implant distance and the scanning scope. Research 
on partial arch digital scans has indicated that an in-
crease in the inter-implant distance and the range of 
scans was associated with a decrease in the scanning 
accuracy.18,27-29 To overcome this problem, either the 

use of auxiliary objects attached to the scan bodies30 
or interconnected scan bodies31 were suggested by 
different researchers. Motel et al .32 suggested the use 
of a single-step scanning process, including the im-
plant position scans, instead of a two-step scanning 
process of the emergence profile and the implant po-
sition scans to increase the accuracy in partially eden-
tulous arches. On the other hand, the use of internal 
or external implant connections was reported to have 
no influence on the scanning accuracy in complete-
ly edentulous arches.33 In the present study, the use 
of reference objects created a statistically significant 
difference in the CS group, whereas no statistically 
significant difference was observed in any other IOSs. 
However, the usage of RO in partially edentulous ar-
eas accelerated the scanning process and stitching of 
digital images, so it can still be used as a helpful scan-
ning measure, particularly on flexible soft tissues un-
der clinical conditions.

In the current experiment, gingival imitation has 
been made of plastic, which has a dry, stiff, and in-
flexible matt texture. Consequently, the results of this 
study may vary under clinical conditions.

CONCLUSION

The type of intraoral scanner (IOS) influences the ac-
curacy and consistency of digital scans in arches that 
are partially edentulous. Additionally, the application 
of reference objects (RO) generally enhances both the 
accuracy and consistency of digital scans, depend-
ing on the specific IOS device used, and this improve-
ment is observed regardless of the length of the eden-
tulous region. Further in vivo and in vitro reasearch is 
needed to evaluate the advantages and limitations of 
RO. 
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