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ABSTRACT In Intelligent Transportation Systems the identification and tracking of vehicles play an
important role in enhancing traffic management, security, and overall road safety. Traditional means for
vehicle re-identification rely solely on video-based systems which are not resilient to harsh environment
conditions, suffer from visual obstructions, and are facing other challenges. To address these shortcomings
and provide a more robust solution, alternative methods can be employed. This study addresses the gap in
vehicle re-identification accuracy under harsh environmental conditions and visual obstructions faced by
traditional video-based systems by integrating magnetic sensors into the road surface. The essence of this
study revolves around a comprehensive comparison of various algorithms employed for feature extraction
from registered magnetic field distortions. These distortions are treated as transient time series and various
distance metrics are applied to calculate their similarity. Useful features are extracted and their classification
performance is compared using a single neighbor classifier also taking into account calculation time. The
validation experiments demonstrate the efficacy of presented approach in extracting critical features that
hold the potential for successfully re-identifying same vehicles. For tested subset up to 90% re-identification
accuracy can be reached. The main contribution of this work involves determining which magnetic sensor
axis to use—whether single or in combination—and identifying the most effective methods for feature
extraction from the registered magnetic field distortions.

INDEX TERMS Magnetic field measurement, magnetic signature, vehicle re-identification, intelligent
transportation systems.

I. INTRODUCTION
Vehicular Ad Hoc Networks (VANETs) are the communi-
cation backbone of modern the Intelligent Transportation
Systems (ITS) which play an important role in transporta-
tion safety, drivers and passengers satisfaction. VANET is
defined as a network that connects vehicles, roadside units
and the traffic authority [1]. Useful information is registered
using various sensors inside vehicle [2] or sensors deployed
on road surface [3]. Main ITS researched topics include
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vehicle-related tasks – detection, tracking, classification, and
re-identification. As defined by multiple authors [4], [5], [6],
the vehicle reidentification task is to identify the same vehicle
among different non-overlapping cameras. The same vehicle
can be defined by extracting specific vehicle attributes such
as shape, color, and size, utilizingMMR (make, model recog-
nition) [7] or ALPR (automatic license plate recognition)
systems.

An innovative solution for vehicle re-identification is
the utilization of magnetic sensors. This type of vehicle
detection offers cost-effective solutions that do not raise
privacy issues, are energy-efficient, and are resilient to
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environmental interference. In the work presented multi-
ple magnetic signatures of passing vehicles are registered.
A vehicle that passes an event through the monitoring system
is considered a record. This work aims to find the best features
for two record comparisons to decide if magnetic signatures
originate from the same or different vehicles. The extracted
features should have minimum overlap between ‘‘same’’ and
‘‘different’’ vehicle records.

Comprehensive analysis of various time series features in
the collected magnetic signatures shows the high reliability
to accurately distinguish ‘‘same’’ and ‘‘different’’ vehicle
records. These findings validate the potential usage of mag-
netic sensors in ITS for accurate identification and traffic
management.

This paper extends our previous works [8], [9] and is orga-
nized as follows. Research related to vehicle re-identification
is presented in Section II. The data acquisition system using
a magnetic sensor array and a method for collection is
described in Section III. Various distance measurements in
time series that could potentially separate the same and dif-
ferent vehicles are examined in Section IV. Features accuracy
evaluation is presented in Section V. The conclusions are
summarized in Section VI.

II. RELATED WORK
Most research related to vehicle reidentification is focused in
the computer vision field [5], [10]. However, re-identification
using magnetic sensors is gaining popularity. Utilizing mag-
netic sensor arrays for vehicle re-identification ensures
compliance with general data protection regulation (GDPR)
by capturing non-personalized data and preserving user pri-
vacy Origins for this type of re-identification can be traced
to ships and naval vessels classification using magnetic

signature [11], [12]. Utilizing various methods underwater
vehicle relative position and speed can be estimated with
errors up to 1%. Abnormal magnetic signatures are measured
using twofixedmagnetometers so travel time is inversely pro-
portional to the movement speed. Authors at [13] registered
magnetic signatures for 4 different ship categories passing
through an array of magnetometers. The classification was
interesting from a military point of view to activate mines
for specific ship types. To mitigate the potential security
risks associated with the use of magnetic signatures in clas-
sifying ships for military purposes, extensive research has
been conducted on ship magnetic signature degaussing [14].
It is possible to suppress a ship’s magnetic signature partly
demagnetizing the ship’s steel hull and countering induced
magnetization with passing electrical currents through strate-
gically placed on-board coils in opposing polarity.

Magnetic sensing has also been applied in the space
industry. The authors at [15] emphasize the importance of
conforming to stringent magnetic cleanliness requirements
in space exploration missions. The purpose of spacecraft
units is to capture ambient magnetic field originating from
planetary or various objects. Using the deep learning method,
the authors managed to estimate the real spacecraft mag-
netic signature of the spacecraft based on data on the
density of synthetic magnetic flux density data generated
by virtual dipole sources. In the context of land vehicles in
ITS landscape re-identification process serves a purpose of
traffic flow and arterial travel times parameter estimation.
Recent studies are exploring the possibility of combin-
ing several sensors for autonomous driving, as described
in [16]. A combined global magnetic positioning system
achieves high accuracy and reliability in vehicle location. The
advancedmagneticmarker system gives a position in absolute

FIGURE 1. Distance measures classification.
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coordinates based on themagnetic markers and vehicle lateral
position.

While the re-identification of the same vehicle may not
be directly utilized for ITS traffic analysis, it serves as a
crucial intermediate step for algorithms, as demonstrated in
reference [17]. The placement of magnetometers in the mid-
dle of marked lanes captures data from both lanes, requiring
the system to accurately separate whether a recorded event
corresponds to the same vehicle. Numerous studies have
been conducted on the subject of vehicle re-identification
through the utilization ofmagnetic signatures. Amodio at [18]
used an array of magnetic sensors for model recognition
and lateral position estimation. Utilizing features extracted
from dynamic time warping combined with various classi-
fiers 95 % classification accuracy can be achieved. Using
a single magnetometer and three-dimensional DTW method
for axes data [19] authors were able to separate 25 dif-
ferent vehicles. The experimental results proved 80 % true
detection accuracy for same-orientation vehicles and 67 %
accuracy for different traveling orientations. Single magnetic
sensor and cross-correlation measures in [20] for 31 differ-
ent cars passing 6 times over the sensor declared that the
average value of x/y/z cross-correlations is the best feature
for ‘‘same’’ and ‘‘different’’ record separation with 17 % of
records overlapping for same vehicles and 19 % overlapping
for different vehicles. The popularity of dynamic time warp-
ing for re-identification confirms the authors at [17]. DTW
warping path calculation can take a considerable amount of
time so they proposed scalable and efficient FPGA based
architecture for magnetic sensor preprocessing and differ-
ent categories classification. Authors who do not directly
perform re-identification but classify vehicles into defined
categories also tend to use DTW [21], [22].

Dynamic time warping algorithm gained much popularity
because it can align different length sequences. Originating
from the sound processing field [23] currently it is widely
used in pattern recognition, bioinformatics, and data min-
ing fields. DTW is considered an elastic distance measure
algorithm.

Different authors categorize distance measures into differ-
ent types so there are no unified distance measures classi-
fication but the most common is shown in Figure 1. based
on [24], [25], [26]. Authors at [25] separated 4 groups for
distance measures – shape, feature, model, and compression-
based. They characterize time series clustering problems
to classification, clustering, indexing, prediction, anomaly
detection, and motif discovery. Based on available research
most focus is shifted to shape-based distance measures. The
main difference between lock-step measures and elastic mea-
surements is unequal signal length. For lock step distance it
is mandatory to have equal length signals. Authors at [24]
distinguished the most common time series distortions which
affect time series measuring sensitivity. The most common
problems include amplitude and phase change, unequal time
scaling for different duration signals, and white or biased
noise.

In this work, vehicles are classified into two categories
– ‘‘same’’ and ‘‘different’’ based on time series magnetic
signature records. Ground truth reference label is based on
known license plate during data collection. If same vehicle
passes sensor system multiple times all registered records for
this vehicle are labeled as ‘‘same’’ and used for analysis. If we
choose a single record of this vehicle and a random record for
another vehicle then the label is ‘‘different’’.

In this paper, the analysis focuses on whether employing
more preprocessing with simpler distance metrics is more

FIGURE 2. Sensor array structure and road mounting locations for two ((a), (b)) deployed magnetic signature
collection systems.
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FIGURE 3. Data acquisition system structure.

accurate and faster compared to elastic distance metrics to
compare vehicle records similarity.

III. EXPERIMENTAL SETUP
Magnetic signature is defined as unique distortions in the
Earth’s magnetic field caused by the ferromagnetic materials
in a vehicle’s structure. Each vehicle produces a distinct
magnetic signature due to differences in size, shape, and the
distribution of these materials. This phenomenon is analyzed
in our previous works [30], [31], [32]. A sensor array with
a 20 cm spacing, as described in our previous work [8] was
used for signature registration since there are no open-source
archives containing multiple magnetic signatures with the
vehicle image exists. The sensor array is mounted across
the road as shown in Figure 2. The selected road is a two-
way road, without center markings, about 1500 vehicles pass
each day. Vehicles traverse the sensors in various trajectories,
either keeping to the right side near the curb or driving in
the center of the road. After evaluating the system for half a
year decision was made to build an improved version. The
sensor spacing was too high and the location was suboptimal
due to the chaotic driving patterns. Since the commercial
system will be deployed in more controlled conditions two
two-lane road near Kaunas University of Technology was
chosen. Using 15 sensors with 15 cm spacing covering the
full lane it is easier to collect a large database of the same
vehicle records for vehicles in the same road lane. The dataset
used in experiments presented in this paper is collected using
an improved system incorporating 15 magnetometers.

Both data collection systems work in the same manner.
The main server and the hub for sensor data collection is
mounted on the pole adjacent to the road. Ground truth
reference about passing vehicles is obtained by capturing a
picture when a vehicle is in the detection area. The camera
has an internal license plate recognition module and contin-
uously monitors new arriving vehicles. The data acquisition
is realized with custom logging software written in Python.
The software architecture depicted in Figure 3. Hub (client)
connects and transmits the collected signatures using a raw
TCP connection. The collected byte stream is parsed and

FIGURE 4. SQLite database diagram.

converted to a data table. Each table column corresponds
to a different magnetometer. The table is saved to the file
system as a csv file. At the same time, another TCP port
is waiting for the camera HTTP event. The camera posts
information about the detected vehicle license plate, times-
tamp, and jpg picture. The software keeps track of events
timestamps and connects received vehicle picture with mag-
netic signature file. Matching pairs are moved to a folder
named after the license plate. Recorded csv and jpg files
are stored as plain files in directories. For easy file access
and experiment reproduction records SQLite database was
created. Database structure is presented in Figure 4. Using
third-party MMR (make model recognition) software and
manually labeling specific vehicle model information was
extracted. Database car_info table holds values related to
make, model, and production year. One vehicle model can
have multiple license plates assigned and this information is
stored in vehicle_info table. A single vehicle (with a single
license plate) can have multiple records – vehicle_record
table stores information about available vehicle records and
where to find files. Scripts written in Python lets easily select
a specific number of records with the same vehicle, a different
number of different vehicles, and filter by vehicle model or
driving direction. After selecting a specific number of records
comparison pairs are generated. Initially all same vehicle
records are paired with themselves and then random pairs for
different vehicles are paired to maintain uniform dataset.

As seen from the available research overview it is possible
to perform signal similarity evaluation in time or frequency
domains, based on distance or correlation measures, fea-
ture extraction, and machine learning methods. In this paper
method for magnetic signature feature extraction is detailed
and different methods for similarity evaluation are compared.
The main goal is to maximize the same vehicle recognition
sensitivity and specificity.

IV. SENSOR ARRAY POSITIONING INFLUENCE
The magnetometer positioning based on Earth’s North direc-
tion directly affects the registered magnetic signature. The
only requirement for mounting the magnetic array is to place
the z axis perpendicularly to the passing vehicle. The signa-
tures from two sensor arrays at different geographic locations
as shown in Figure 5 were compared. Earth magnetic field
vector have different angle based on geographic location.
Since these systems are not far from each other (∼100 km)
this angle difference is negligible. Two magnetometer arrays
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FIGURE 5. Sensor array mounting in different geographic locations
relation to North and example of same passing vehicle signatures.

are mounted in a way that they have an angle difference of
about ∼ 95◦. Vehicles were monitored and matching pairs
were found. It was noted that z axis signature practically
doesn’t depend on location. For x and y axis signatures seems
uncorrelated, however performing signal rotation aligns sig-
nals correctly. In order to obtain an accurate representation
of all signature axes, signal rotation using a rotation matrix
can be performed when sensors are installed in different loca-
tions. Let x, y represent the original axis signals, Rx and Ry
are rotated signals by degree θ

Rx (θ) =

 1 0 0
0 cos θ −sinθ
0 sin θ cos θ

 × x, (1)

Ry (θ) =

 cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

 × y. (2)

Rotation matrices for x and y axis are calculated and applied
to signature vectors while z axis is kept the same. The selected
angle is selected to keep the x-axis and Earth North parallel.
In this article only the usage of z axis values and all axes’
modules are considered, so sensor positioning influence is
negligible.

In the initial processing of raw collected signature values,
the first step involves filtering and modulus calculation. Raw
axes values, sampled at 1 kHz, undergo a moving aver-
age filter with a window of 10 samples. Module values for
each sensor are calculated and then each module is cropped
above the set threshold value equal to 5 µT. Raw axes val-
ues are subsequently cropped based on the indices of the

FIGURE 6. Euclidean distances example for sensors located in center of
array comparison. Top signatures were recorded from same vehicle,
bottom from different vehicles.

cropped modules. Given the variability in vehicle lengths and
speeds, the number of collected points differs in each record.
Data collection systems are installed in the city area with a
maximum allowed speed of 50 km/h, mostly small passenger
cars are traveling with an average length of 4.8 m. Practical
experiments showed that the average registered signal length
is 800 points. To optimize computation time, a decision was
made to perform calculations on a reduced set of points,
with 500 points selected. Cropped raw data values and mod-
ules are resampled to achieve this target. The last step is
amplitude normalization. For each module and every axis
15 × 500 matrix is obtained. The maximum value across the
entire matrix is determined, and all values are divided by this
maximum, ensuring consistent relative amplitudes between
neighboring sensors.

V. FEATURE EXTRACTION
Signal similarity measure can be performed in time divi-
sion or frequency division. In the frequency domain Discrete
Fourier Transform, continuous wavelet transform, and mod-
ern spectral analysis can be used. Few tests to analyze
vehicle magnetic signatures showed that frequency domain
features are not informative. Since vehicle distorted mag-
netic field measure is not a periodic signal but more like
a transient signal, the main spectral components are low
frequency, up to 20 Hz. Comparing different vehicle mag-
netic signature spectrums, no distinct differences can be
visualized. In this paper signature feature extraction using
dynamic time warping, correlation, and distance methods are
investigated.
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FIGURE 7. Euclidean distance matrix for same vehicle records on top and different vehicle records on bottom. Red squares indicate
5 smallest distances in whole matrix.

FIGURE 8. Histograms of extracted features using Euclidean distance matrix between sensor pairs.

A. EUCLIDEAN DISTANCE
Euclidean distance is a very simple and popular method [27]
for distance in time series evaluation. This distance mea-
sures distance in Euclidean space. Line length in Cartesian

coordinates is calculated using the Pythagorean theorem:

dp,q =
√
(p− q)

2
. (3)

where d is distance value and p, q signal vectors.
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In magnetic signature matching, the underlying assump-
tion is that records belonging to the ‘‘same’’ vehicle exhibit
smaller Euclidean distance values compared to records of
‘‘different’’ vehicles. Due to the lock-step nature of Euclidean
distance measurement, both time series must have equal
lengths. Examples of resampled and cropped signatures are
presented in Figure 6. Clearly same vehicle record has a
smaller distance compared to different vehicles. A subset of
signatures was processed as indicated in the preprocessing
stage to have equal length after cropping and resampling
distance matrix from 15×15 sensors was calculated. Figure 7
depicts examples of such matrices, reinforcing the notion that
the Euclidean distances between records of the same vehicle
are indeed smaller than those between records of different
vehicles.

Changes in amplitude have a significant influence on this
type of distance metric. If a vehicle is traveling in a slightly
different trajectory amplitude also changes for the z axis but
not much for a module. Cargo weight has an influence on
magnetic signal axes and modules. If more weight is added
to the vehicle - the body will be closer to the ground and
amplitude will be higher. Different methods for lock-step
distance calculation (Manhattan, Minkowski) are presented
in the next section.

It is possible to compare different records since signatures
for calculation are normalized and the maximum available
amplitude is equal to 1. Histograms for distinguishable fea-
tures are presented In Figure 8.Most features are overlapping,
however minimal distance, value of 4 lowest distance average
and diagonal sum appears capable to separate records for
same and different vehicles.

Statistical features were extracted from the calculated
matrices to facilitate the magnetic signature matching pro-
cess. These features include minimu, maximum distances,
matrix average distance, matrix standard deviation, minimal
4 values average, and matrix diagonal sum. Diagonal used
for sum calculation is dependent on the vehicles traveling
direction. The sum of matrix elements should be smaller for
‘‘the same’’ vehicle records and the smallest Euclidean dis-
tances should concentrate on one diagonal. Different driving
trajectories shift the location of this diagonal. It is possible to

assume that records are different if a clear diagonal cannot be
indicated.

Extracted features will be compared in the last section
using a 1NN classifier. Features such as maximum distance
or standard deviation completely overlap, but using minimum
distance or diagonal sum it is possible to separate records.

B. DYNAMIC TIME WARPING
Dynamic time warping algorithm is used to measure the
similarity between two temporal sequences that are varying
in speed [23]. Using a certain set of rules DTW method
calculates the optimal match for two given time series which
might be of different lengths, with non-linear distortion. After
operation, both sequences lengths are modified. Calculating
DTW using the original implementation takes a considerable
amount of time. In order to make calculations faster calcu-
lation is performed using some approximations. Algorithm
modification allows for a faster accurate approximation of the
optimal warp path between two time series using multilevel
approach [28]. Initially, time series are resampled to low reso-
lution and ‘projected’ to incrementally higher resolution time
series. Average error ranges from 1% to 8%while calculation
time decreases approximately 4 times compared to classic
DTW implementation.

Several different methods can be used for calculating
cost matrix measures for Dynamic Time Warping. Here we
tested 4 different methods for calculating d distance between
vectors p and q:

1. Euclidean distance – mostly used measure for distance
calculation in Euclidean space. Line length in Cartesian
coordinates is calculated using Pythagorean theorem as
explained in Part A.

2. Manhattan distance – distance metric between two
points using the sum of the absolute differences
between these points coordinates.

dp,q = |p0 − q0| + .. + |pn − qn| . (4)

3. Minkowski Distance – generalization of the Euclidean
and Manhattan distance with tunable parameter P

dp,q =

(∑
|p − q|p

) 1
P
. (5)

FIGURE 9. DTW distance calculation duration using different methods for distance calculation.
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4. Cosine similarity – cosine of the angle between the
vectors. It is dot product of the vectors divided by the
product of their length

dp,q =
p · q

∥p∥ ∥q∥
. (6)

Different types of calculation methods for different sensor
matrix sizes and durations were evaluated. Methods were
applied for available database subset. The timing results
are presented in Figure 9. It is noticeable that the use
of cosine similarity for distance calculation takes most
time. Other distances calculation durations are very simi-
lar, but it is possible to highlight that Manhattan distance
is fastest because only addition and subtraction operations
are used.

For fast DTW and classic DTW implementations usage of
Euclidean, Manhattan and Minkowski (with P = 4) methods
on our dataset compute the same distance values. Only using
cosine similarity function values changes because distance is
not calculated directly but by using the angle. Later, through
this paper all the DTW performed calculations are using
Manhattan distance.

In Figure 10, an example featuring the center sensor sig-
natures for the Z-axis of two sets of records labeled as
‘‘same’’ and ‘‘different’’ is presented. Initially, the original
signatures for ‘‘different’’ vehicles may not exhibit a strong
resemblance. However, after alignment, they are stretched to
a degree where they are assigned as ‘‘same’’. In available
research, DTW has predominantly been analyzed using a
single sensor typically located at the center of the vehicle.

However, in real traffic conditions, vehicles can pass sen-
sors in a chaotic manner, and the center sensor may change
with each passage. In our previous research [8], a method-
ology to approximate the vehicle’s position on the road was
introduced. In the current study, a new approach is taken to
calculate the distance matrix from all possible sensor pairs
from two records. This broader perspective allows to account
for the variability in vehicle trajectories and sensor interac-
tions in real-world traffic scenarios.

DTW distance measures the similarity between time
series by finding the optimal alignment that minimizes the
sum of Euclidean distances between corresponding points.
Much like the traditional Euclidean distance, the DTW dis-
tance becomes a valuable tool in discerning similarities

FIGURE 10. Dynamic time warping matching example for sensors located in center of array comparison. Different vehicle records in a)
part and same vehicle in b). DTW distorts original signals to make them match. For same vehicles accumulated warping path in
accumulated cost matrix is more straight diagonal compared to different vehicles records.
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FIGURE 11. DTW distance matrices for ‘‘same’’ records top and ‘‘different’’ records bottom. 5 smallest distances marked in red squares.

FIGURE 12. Same vehicle two records center sensor comparison for cropped Z axis signal. Because of uneven speed and trajectory signals are
not cropped perfectly. Original signals a) seems a bit shifted. Performing shift based on correlation aligns signals better and in this case
correlation coefficient increased from 0.81 to 0.85.

and differences between records. Smaller DTW distance for
‘‘same’’ vehicle records compared to ‘‘different’’ vehicle
records signifies a greater alignment and similarity between
the corresponding time series points.

Several examples of calculated 15 × 15 matrices are pre-
sented in Figure 11. In the case of records being deemed

‘‘same,’’ the calculated distance values ideally should be
concentrated near the diagonal. However, a notable draw-
back of computing distances for all sensors is the extended
calculation time, approximately 300 times higher compared
to the computation of Euclidean distances. Calculated dis-
tances between all available sensors are evaluated extracting
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minimum, and maximum values, simple average, and stan-
dard deviation. Feature histograms are very similar to
Euclidean distance histograms. In an ideal case scenario,
same vehicle signature pairs should have a smaller distance
value compared to different vehicle signatures. However,
as seen in the figure values are overlapping toomuch for same
and different vehicles.

An evaluation was conducted for different sampling sizes,
and the results, including timing duration and specific feature
accuracy for predictions, are presented in the last section of
this research.

C. PEARSON CORRELATION COEFFICIENT
Pearson correlation coefficient is often used to characterize
the relationship between different time series [29]. Linear cor-
relation between two series is described as signal covariance
divided by the product of their standard deviation.

ρXY =
cov (X ,Y )

σXσY
. (7)

With values ranging from −1 (inverse correlation) to 1 (per-
fect positive linear relationship). cov(X,Y) are covariance
between two time series – it measures degree to which two
variables change together, and σX σY are standard deviations
of time series. It is mandatory to have equal length input
signals. Uneven signal alignment makes coefficient value
smaller. In this experiment, the assumption is made that
‘‘same’’ vehicle records correlation tends to 1 and ‘‘differ-
ent’’ vehicle records correlation coefficient is notably smaller.
Similarly, as in DTW evaluation, different lengths of mod-
ule and Z-axis values were evaluated. Before resampling
signals were cropped as indicated in preprocessing part.
During experiments, it was noticed that misalignment some-
times occurred because of vehicle speed changes which is
not considered during the cropping and resampling phase.
To fix these signatures which are being compared are aligned
together based on correlation. Delay between two signals is
found, one signal is kept as is, and another is shifted by delay.
Signal beginning or end are padded with zeros. An example
of this situation is presented in Figure 12. Unlike Euclidean
distance correlation coefficient is not influenced by ampli-
tude changes. The impact of alignment on the correlation
coefficient is clearly visible, showing higher values after the
process. However, it’s important to acknowledge a draw-
back introduced by this method. Specifically, the correlation
coefficient for ‘‘different’’ vehicles is artificially increased,
potentially leading to more false positives in the analysis.
The calculation durations for the correlation matrix and the
resulting prediction accuracy are detailed in the last section,
shedding light on the trade-offs associatedwith this alignment
approach.

As depicted in the histogram presented in Figure 13, the
values of the Pearson correlation coefficient exhibit limited
overlap, in contrast to the scenario observed with Dynamic
Time Warping. This suggests that the Pearson correlation
coefficient could serve as a valuable feature for evaluating

FIGURE 13. 180 Same and 180 different records correlation matrix
maximum value histogram.

TABLE 1. Single 15 × 15 matrix calculation duration based on subset
average in MS.

vehicle similarity, as values for ‘‘same’’ records are con-
centrated near the value of 1. Upon calculating correlation
coefficients for all sensor pairs, a resulting 15 × 15 matrix
is obtained. Example of such matrix in Figure 14. If two
records are from the ‘‘same’’ vehicle, the highest coefficients
are expected to be located on the diagonal. When a vehicle
consistently drives along the same trajectory, sensor pairs cor-
respond accordingly (e.g. 0-0, 1-1, and so on). In cases where
the trajectory differs, the diagonal is shifted. Specifically,
the diagonal from the bottom left to the top right indicates
vehicles traveling in the same direction, while for vehicles
moving in different directions, the diagonal is mirrored. This
diagonal analysis provides insights into the consistency and
directional alignment of vehicle trajectories based on the
correlation coefficients of sensor pairs.

Calculated correlation matrices provide valuable insights
which can distinguish ‘‘same’’ and ‘‘different’’ vehicle
records. As observed previously one of key features is high
correlation values concentration on one diagonal. In cases
where a lot of neighbors have high values diagonal is approxi-
mated and diagonal values selected. These 15 values could be
used as features. Additionally, matrix itself can give insight
for record comparison. Same vehicle records tend to have
higher coefficients compared to different vehicles.

VI. SIGNAL SIMILARITY EVALUATION
The experiment follows an order where distance matrices
for Euclidean distance, Dynamic TimeWarping, and Pearson
correlation coefficients are computed using Z-axis values
and module values resampled to 100/300/500 points. Subse-
quently, from the resulting 15×15 matrices, various features
are extracted, including minimum and maximum values,
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FIGURE 14. Pearson correlation matrix for two same vehicle records. In red squares 5 highest correlation coefficients are shown. In this
case vehicle trajectory is identical so values are on diagonal. If vehicle was driving closer to center marking line second time, diagonal
would be shifted.to the left.

TABLE 2. Accuracy using 1 neighbor classifier trained with 80 % and tested with 20 % of subset. Values in %.

standard deviation, average, diagonal sum, and the average
of the four lowest distances. These features are then subjected
to testing using a 1-Nearest Neighbors (1NN) classifier. The
duration of matrix calculations is presented in Table 1, while
Table 2 provides insights into the accuracy of the classi-
fier. As expected, Euclidean distance computations were the
fastest, followed by Pearson correlation, with DTW being
the most computationally intensive. This finding is crucial
for real-time applications where processing speed is a critical
factor.

Tests concluded that no significant impact in classifi-
cation accuracy exists changing signal sample count so
accuracy analysis was performed using signatures resampled
to 300 points. Future works include different machine learn-
ing algorithm testing for extracted features and algorithms
for diagonal extraction from calculated feature matrices.
The 1NN classifier achieved high accuracy rates across all
tested features, with the average accuracy exceeding 85%

in most cases. The highest accuracy was observed using
features extracted from the Correlation coefficient matrices,
suggesting that this method captures the most distinguishing
characteristics of the magnetic signatures.

VII. CONCLUSION
Different types of time series distance measurement methods
were investigated for the same vehicle record classification.
For two vehicle records, distances between all pairs of sensors
were calculated. Euclidean distance is the fastest method to
calculate the distancematrix between sensor signals. The best
achievable separation accuracy reaches only 80 % because
values are overlapping. The best method for DTW distance
calculation is the Manhattan method, because other similar
methods give completely the same value, but calculation
duration for this method is shorter. Based on DTW calcu-
lated features it is possible to reach 77 % reidentification
accuracy using the minimum distance feature. DTW wraps
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different vehicle signatures too much making them look like
the same vehicle signatures. Correlation based features look
more promising with lower calculation time than DTW and
better signature separation ability. Using matrix maximum
values as a feature 98 % separation accuracy can be achieved.
Resampling signals to fewer samples minimize calculation
duration without compromising separation accuracy. In order
to avoid unnecessary system calibration and signal rotation
calculation at every comparison step z axis andmodule values
are used for systems installed in different locations and differ-
ent Earth’s north orientation. In some cases, better accuracy
is achieved using the module and in other cases using z-axis
values.

Presented experiments showcased that due to factors like
varying speeds and different trajectories over the sensors,
the same vehicle can produce slightly different signatures
each time it passes sensors. This variability means that
while magnetic signatures are unique, they cannot be used
directly for absolute identificationwithout further processing.
Main contribution of this work highlights that magnetometer
axis perpendicular to vehicle or all axes module regis-
tered signal is useful for analysis together with correlation
coefficient-based feature extraction. Future research will be
focused on the best machine learning method investigation to
use with Euclidean distance minimum distances average and
correlation coefficient maximum distance features.
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