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A B S T R A C T

This study presents an automated technique combining ultrasonic pulse echo method with machine learning 
algorithms to detect and classify the depth of interface defects in adhesively bonded joints. After data pre
processing for machine learning and extracting 32 ultrasonic features, the binary and ternary datasets were 
established for “defect”-“no defect” and its depth classifications. The importance and classification accuracy of 
various feature subsets—initial, single interface, minimised, tree-based, recursive, sequential, and LDA—were 
explored. A support vector machine (SVM) model was trained on these datasets. For “defect” vs. “no defect” 
classification, the initial feature subset achieved over 90 % accuracy on train/test data and 83 % on unseen data. 
For the ternary dataset, depth classification accuracy on unseen data in recursive feature subset was 97 % for 
“depth 1,” 62 % for “depth 2,” and 91 % for “depth 3.” The obtained results demonstrate prediction accuracy and 
suitability of ML models for classifying defects and predicting their depths in adhesive bonds.

1. Introduction

Over the decades, the performance requirements of materials and 
structures in various industrial applications have grown with the 
advancement of science [1]. Adhesive joining technology is a fairly new 
technology that is an alternative to common joining methods such as 
welding, soldering, riveting, and mechanical fastening [2,3]. Adhesive 
joints are very attractive structures to such industries as aerospace, 
marine, automotive, wind power and others due to simplicity and low 
cost of their production and assembly, ability to join dissimilar mate
rials, advanced mechanical characteristics and other properties [2,4–6]. 
The use of adhesive joints in the aerospace industry is very promising as 
it can significantly reduce the weight of the structure, reduce the carbon 
dioxide emission, and guarantee superior mechanical performance. 
Thus, adhesive bonding of metals, composites, or their hybrid are 
energetically more efficient [7].

However, structural integrity can be compromised at various stages, 
during the fabrication of structures, its preparation and bonding process, 
and in service. The weakest area in such structures is the bonding area 
which can be damaged by contamination, applied loads or environ
mental effects [2]. Common defects which occur in adhesive interface 
are delaminations, disbonds, voids, porosity and, in addition there can 

be weak or kissing bonds. All these defects are not visible and are in the 
interface between the two bonded materials. Ultrasonic inspection is one 
of the most reliable nondestructive testing (NDT) methods that is used to 
examine adhesively bonded joints. However, to locate such defects as 
disbonds and delaminations in multilayered dissimilar structures is still 
very challenging task because of influence of acoustic properties of the 
materials which can affect the propagation of ultrasonic waves. In 
addition, acoustic impedance mismatch at structure interfaces can cause 
reflections and mode conversions of the ultrasonic signals what com
plicates the detection of defects. Ultrasonic testing is an attractive and 
reliable method for identification of interface defects in multilayered 
structures, but high-quality control requirements are applied in the 
aerospace industry. For adhesive joints to be widely used, inspection 
method reliability, optimization and automatization must be guaranteed 
[3,8–10].

At the moment, a lot of research is being done in this field on 
increasing the reliability and performance of the method of controlling 
bonding integrity in adhesive joints. There are many nondestructive 
inspection techniques [10–12], numerical modeling [13–15], qualita
tive evaluations [16] and post-processing algorithms. Crane et al. [10] 
discussed such NDI techniques as ultrasonic methods, transient ther
mography and shearography capable of detecting adhesive joint defects. 
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Different approaches of ultrasonic testing of adhesive joints along with 
the development of post-processing algorithm techniques for recon
struction of the joined area which is under interest are being proposed 
[3,4,9,11,16–20]. Moreover, there are a number of studies which 
involve ultrasonic guided waves for assessing quality of adhesive con
nections. The principle of this method is that the wave field carries 
important information about the anomalies in the structure after guided 
waves interact with defects in adhesive joints [21–24]. In addition, de
fects of adhesively bonded joints were studied using laser ultrasound by 
generating shear waves for defect imaging [25], electromechanical 
impedance spectroscopy where mechanical impedance change occurs 
around the defect [26], evaluation of the resonance frequencies (Fokker 
bond test) to characterize the bonded structure [27] and others.

Our previous work was focused on the improvement of the ultrasonic 
inspection technique reliability. Techniques to increase probability of 
interface defect detection in adhesively bonded structures of similar and 
dissimilar materials were developed including elimination of influential 
factors on the detectability using developed post-processing algorithms, 
extraction of high-performance ultrasonic (UT) features, and extracting 
the information from the multiple reflections [4,16]. However, these 
techniques are time-consuming and require the evaluation of data by a 
professional expert. In terms of optimizing and automation such in
spection techniques artificial intelligence (AI) is a very attractive solu
tion. Today, its study is on the rise and its application is being found in 
various fields.

In the past, AI was mostly applied in the NDT field as knowledge 
based expert systems. The expertise is encoded into the rules of these 
systems in order to make the decisions regarding the state of the sample 
under investigation [28]. Recently, Prakash et al. [29] proposed ma
chine learning (ML) algorithms for defect detection in fiber metal 
laminate structures from ultrasonic scans. This method includes image 
feature extraction and various classifiers which are used to distinguish 
defects in the ultrasonic scans. The HoG-Linear SVM classifier showed a 
better performance compared to SURF-Decision Fine Tree for determi
nation of such defects as porosity, fold, twist, gap and inclusions [29]. 
Chen et al. [30] developed backpropagation neural network (NN) to 
analyze and predict porosity defects of various levels in composites. 
Computed tomography (CT) results were used to train and validate the 
NN model while the ultrasonic feature results were used as input signals. 
As a result, the porosity level in composites is predicted by the NN al
gorithm and compared to CT results [30]. Deep denoising NN model was 
constructed to characterize inclined cracks in noisy environments based 
on scattering matrix (interaction between ultrasonic waves and defects) 
and Bayesian inversion approach by Guo et al. [31]. Scattering matrix 
denoising network (SMDNet) consists of two networks of noise estima
tion and denoising. Noise estimation network takes as an input noisy 
scattering matrix and evaluates noise maps. Denoising network takes as 
an input noisy scattering matrix and noise maps to obtain noise-free 
scattering matrix of defect. This approach is useful for detecting crack 
defects with large angular orientations and can reduce the uncertainty in 
defect characterization [31]. Rao et al. [6] quantitatively reconstructed 
high-contrast disbond type defects in multi-layered bonded composites 
by using ultrasonic testing to collect data, which was then processed 
with a fully convolutional network (FCN) for detailed analysis. Tunu
kovic et al. [32] proposed the method of automated NDE to reduce 
interpretation time of ultrasonic data and minimize possibility of human 
error. The method consists of an intelligent gating process using 
density-based spatial clustering and noise clustering methods; and 
autoencoder (AE) to detect defects which is trained with non-defective 
ultrasonic data [32]. Two approaches were compared to classify the 
bonding state in adhesively bonded thermoplastic composites such as 
physics-based statistical method and machine learning based on SVM 
algorithm by Li et al. [33]. The machine learning approach showed 
higher accuracy in classification and is suggested to be used in complex 
composites and structures which are bonded adhesively [33]. Fu et al. 
[34] detected damages with greater accuracy in composite materials 

using laser ultrasound technology and artificial three-layer neural 
network (ANN). The study of Samaitis et al. [35] investigated the 
detection of weak bonds in adhesively bonded aluminium joints using 
linear ultrasound and machine learning algorithms. The data were 
analyzed using various feature selection techniques and support vector 
machine (SVM) classifiers where linear discriminant analysis (LDA) 
feature selector demonstrated a good balance between sufficient clas
sification accuracy and about 40 % improvement in training time [35]. 
Despite the already existing contributions made in the field of adhesive 
bonding research and increasing the reliability of non-destructive in
spection techniques and methods, this field remains to be challenging 
and needs to be explored, also with the application of artificial intelli
gence, in order to achieve high efficiency and reliability to meet the 
requirements in the aviation industry.

The goal of our study is to develop automated technique based on 
ultrasonic NDE and machine learning algorithms in order to detect and 
classify according to depth disbond and delamination type defects in 
adhesively bonded aluminium to composite materials with higher ac
curacy, increased measurement speed and repeatability and minimised 
human error. To achieve this goal two samples of adhesively bonded 
aluminium to carbon fibre reinforced plastic (CFRP) with interface de
fects were investigated using ultrasonic NDT technique. The experi
mental data was collected and preprocessed to eliminate major 
influential factors, enhance signal quality, identify specific time in
tervals, and extract 32 ultrasonic features that characterize the bonding 
state of the samples. For the automatization of the defect detection and 
depth classification technique the machine learning algorithms were 
developed based on feature engineering, dimensionality reduction 
techniques and SVM classifier used for training and accuracy evaluation.

2. Materials & methods

In this section the methodology of investigation of adhesively 
bonded joints and data preparation for machine learning model training 
is described. It comprises objects description, data acquisition, data 
preprocessing and development of machine learning algorithms. Two 
different specimens of bonded aluminium to CFRP were used for this 
research. Data from one sample was used for training of machine 
learning model, another sample was used to receive “unseen” data in 
order to evaluate performance of the model. Both objects were investi
gated using ultrasonic bulk waves and resultant data was collected. The 
next step was to preprocess collected data for the machine learning 
training and establish SVM classifiers for different feature subsets to 
evaluate defect classification accuracy. Workflow schematic is shown in 
Fig. 1.

2.1. Objects description

Objects under investigation were two adhesively bonded aluminium 
to carbon fibre reinforced plastic (CFRP) joints manufactured by global 
aircraft maintenance and repair company FL Technics in Lithuania. 
There are 9 artificial interface defects of rectangular shape with di
mensions of 15 mm, 10 mm and 5 mm in each sample. To glue 
aluminium and CFRP plates two adhesive films Scotch Weld AF163-2K 
were used. Double-folded rectangular pieces of solid film A5000RED 
were used to create disbond and delamination type defects. Double- 
folded solid films of 3 different sizes were placed between aluminium 
plate and adhesive film forming disbonds, another 3 pieces were placed 
between 2 layers of adhesive films forming delaminations; and last 3 
pieces of film inserted between adhesive tape and CFRP. Thus, the de
fects are located at different depths of the interface. The sample with 
thin CFRP plate was used for training and testing data, the sample with 
thick CFRP plate was used to collect “unseen” data. Schematics of both 
samples under investigation are shown in Fig. 2.
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2.2. Ultrasonic NDE

Pulse echo immersion ultrasonic technique was used to conduct 
experimental investigation of the adhesively bonded joints. 15Mhz 

focused transducer with the sample were immersed into the tank filled 
with water. TecScan measurement system was used for the investigation 
where the scanning step was set to 0.2 mm, sampling rate to 200Mhz and 
the gain was 11 dB for sample No 1 and 17 dB for sample No 2, 

Fig. 1. Workflow schematic of the automatic defect detection and classification.

Fig. 2. Schematics of adhesively bonded aluminium to CFRP joints: (a) top view of both samples; (b) front view of sample No 1; (c) front view of sample No 2.
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respectively.
While preparing the objects for scanning it was discovered that they 

were slightly bent. In sample No 1, it is possible to observe that the 
sample is bent visually. In the case of specimen No 2, the curvature 
cannot be seen visually, but it is present and is detected by the time delay 
difference comparing ultrasonic signals reflected from the object sur
face. Even this slight curvature is a significant factor that affects the 
detectability of adhesive defects [16]. Because the samples were not 
planar, the scanning zone was divided into 3 zones (Fig. 2) in order to 
properly align the transducer. The transducer was positioned perpen
dicularly to the surface of the object under testing to maximize the 
amount of reflected energy from the surface of the object. The ultrasonic 
scanning of the object was performed in the z and y axes directions. The 
experimental set-up of the investigation is shown in Fig. 3.

2.3. Data preprocessing for machine learning

The data preprocessing stage is crucial in ensuring the quality and 
reliability of the training dataset, ultimately influencing the accuracy 
and effectiveness of the defect detection technique. Main data pre
processing steps applied on the signal A-scans are shown in Fig. 4. 
Enhancement of signal quality was performed to increase signal-to-noise 
ratio, time gating was applied to extract signal segments critical for 
defect detection, specific data were selected from defected and not 
defected areas and ultrasonic features were determined and extracted 
for further machine learning.

2.3.1. Enhancement of the signal quality and relevance
In order to enhance the signal-to-noise ratio and improve the visi

bility of defect-related information, bandpass filtering was applied to the 
collected data. Another procedure to improve interface defect detection 
in the specimens is to perform time alignment of the reflected ultrasonic 
signals from the surface. It has been proven in our work [16] that the 
curvature of the specimen, which is not even visible visually, is a huge 
factor affecting the probability of defect detection. Due to the curvature 
of the surface of the object, the time of propagation and reflection of 
ultrasonic waves from it is different. Therefore, when analyzing signals 
related to the adhesive layer where the defects are located, this factor 
complicates detection. By eliminating this factor, it is possible to greatly 
increase the detectability of defects. This procedure is based on the 
zero-crossing technique, where the arrival time of the signals is aligned 
by determining the time interval by which the signals should be shifted.

2.3.2. Time gating of the signal
The next step in preparing the signal for machine learning is to 

determine the time intervals on ultrasonic A-scans for further analysis. 
In order to determine certain time intervals, time gating was applied. 

Implementing time gating to extract only the segments of the signal 
containing reflections from defects enhances the specificity of the data 
used for training, as it isolates the critical information required for 
defect detection The correct determination of the signal segments to be 
extracted depends on the location of the defects in the sample, the 
propagation time of ultrasonic waves in aluminium plate and adhesive 
layer, its thicknesses and the ultrasonic features to be extracted. In this 
case, interface defects that are located at different depths in the adhesive 
layer are investigated. Thus, it is necessary to determine the time in
stances of reflection from interface bonding of the sample.

As it is known, the first reflection received by the sensor is the 
reflection from the surface of the object. While the initial surface 
reflection does provide important information about the distance, 
orientation, and curvature of the sample, in our specific analysis, the 
focus is on the interface reflections. These interface reflections are more 
critical for detecting defects within the adhesive layer, as they directly 
correspond to the bonding interfaces where defects may occur. There
fore, it was decided to extract 2 signal segments from the full signal on A- 
scans: the time segment of the first interface reflection and the time 
segment of 3 multiple interface reflections. Analysis of 3 multiple 
interface reflections is required for extraction of additional ultrasonic 
features. Signal segments containing multiple repetitive reflections from 
the interface provide a broader range of data for training the ML model, 
especially for features extraction requiring analysis of several interface 
reflections. According to this technique the starting point of the signal as 
well as the appropriate signal length (from t1 to t2 and t1 to t3) were 
determined for further extraction. Extracted time intervals of ultrasonic 
data are presented in Fig. 5.

2.3.3. Datasets preparation
The next step in data preprocessing for training the ML model is to 

extract an appropriate amount of defective and not defective data from 
the sample No 1 that will be used for the training and testing. Selection 
of defective and not defective data is based on ultrasonic C-scan analysis 
and A-scans of 2 signal segments extracted – time interval of 1st 
reflection from the interface (t1 to t2) and 3 multiple interface reflections 
(t1 to t3). Firstly, the defective areas corresponding to three defects in all 
3 zones were identified. Equivalent-sized non-defective areas were also 
selected for comparison purposes. In the C-scans, areas representing the 
perfect bond state were identified through a combination of systematic 
and manual procedures. Initially, a systematic approach was employed 
to identify potential areas of perfect bonding. Signal intensity and 
pattern consistency characteristics were used as a criteria of perfect 
bond selection. In addition, a manual verification process was con
ducted. This involves visual inspection of the C-scan images to ensure 
that selected areas match the expected characteristics of perfect bond 
such as uniform signal reflection and absence of anomalies. Perfect bond 
areas were selected by the technician visually from different places be
tween the expected defect areas to cover variability of bond quality, to 
provide consistency of the data and minimize bias. Hence, 2 separate 
datasets for each class (defective and not defective) were created. Each 
class of datasets ensures balanced representation and facilitates super
vised learning during ML model training. C-scan images of the 1st 
reflection from the interface (t1 to t2) were generated and utilized to 
identify areas containing defects and perfect bond for each inspection 
zone (Fig. 6 (a)). In addition, the same datasets were created for sample 
No 2 with thick CFRP layer for verification of trained ML model. A C- 
scan images for the sample No 2 are shown in Fig. 6 (b).

2.3.4. Ultrasonic feature extraction
A comprehensive set of 32 ultrasonic features was extracted from 

both the defective and non-defective datasets. The features selected 
were based on our experience of investigation of adhesive bonds and are 
valid for both samples [4,35]. These extracted features were meticu
lously cataloged for subsequent utilization in the training of the machine 
learning model. Ultrasonic features with comprehensive description and 

Fig. 3. Experimental set-up of ultrasonic pulse-echo inspection of adhesively 
bonded aluminium to CFRP.
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mathematical expressions are presented in Table 1. The features are 
categorized according to the domains in which they were analyzed: time 
and frequency.

2.4. Feature engineering

A total of 32 features were extracted from each A-scan, defining time 
and frequency domain parameters of the ultrasonic signals. While the 
initial number of features seemed quite large, it complied with the rule 
of thumb to have at least 10 observations per feature. In our case, a total 
amount of 54,489 observations represents the total number of A-scans 
collected from the C-scan image (Fig. 6), corresponding to defective and 
not defective areas in all 3 zones of the sample. This means that the 
number of observations (n) was much larger than the number of features 
(f) n ≫ f, which is considered sufficient even for models with a higher 
capacity to overfit. Among the 54,489 observations, 27,159 described 

the signals measured at defected areas, and 27,330 referenced defect- 
free areas of the sample under inspection. Among the 27,159 signals 
measured from defected areas, three subsets of 9053 observations rep
resented “depth 1,” “depth 2,” and “depth 3” classes, which referenced 
defects located at different depths.

At this point, we established two datasets that were further used for 
feature engineering: the first was used for binary classification of 
“defect” and “no defect” cases, while the second was used for multiclass 
classification among three classes: “depth 1,” “depth 2,” and “depth 3.” 
These datasets are further referenced as binary and ternary classifier 
datasets. The datasets were prepared as two-dimensional data structures 
(M × N) where rows represent observations and columns represent 
features. The binary dataset had dimensions of (n = 54489, f = 32), 
while the ternary dataset had dimensions of (n = 27159, f = 32) as it 
excluded the defect-free measurements.

Each dataset was fed to the feature engineering routine that included 

Fig. 4. Steps of data preprocessing.

Fig. 5. A-scans of full and extracted signal segments: (a) Sample No 1, (b) Sample No 2.

Fig. 6. C-scans with defective areas (solid line) and perfect bond areas (dotted line) identified for extraction: (a) Sample No 1, (b) Sample No 2.
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Table 1 
List of extracted ultrasonic features.

No Ultrasonic feature Assignment Description Mathematical expression

Single interface Multiple interface

Time domain
1 Upp ✓ Peak-to-peak amplitude Upp = max(u(t)) − min(u(t)), t ∈ t1 ÷ t2
2 Umax ✓ Maximum amplitude Umax = max(u(t)), t ∈ t1 ÷ t2
3 Umean ✓ Mean amplitude

Umean =
∑N

i=1

(
ui(t)

N

)

, t ∈ t1 ÷ t2.

4 Umedian ✓ Median amplitude Umedian = median (u(t)), t ∈ t1 ÷ t2
5 Usum ✓ Sum of amplitude value Usum =

∑N
i=1

(ui(t)), t ∈ t1 ÷ t2
6 |U|sum ✓ Absolute sum of amplitude values |U|sum =

∑N
i=1

|ui(t)|
7 A ✓ Absolute Energy A =

∑t2
t1

Up− p
2

8 σ ✓ Standard deviation
σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

N − 1
∑N

i=1
ui(t) − u(t)

√

9 cv ✓ Variation coefficient cv =
σ

umean
10 tr ✓ Rise time of waveform tr = (iend − istart) •

1
Fs

11 tf ✓ Fall time of waveform tf = (iend − istart) •
1
Fs

12 S ✓ Waveform symmetry S =
tr
tf

13 ZCR ✓ Zero-crossing rate ZCR =
Nzc

L
,

Nzc =
∑N− 1

n=1
|sign(u[n]) − sign(u[n − 1])|,

N – total number of samples in the signal.
14 CR ✓ Crest factor

CR =
|U|max̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

i=1ui(t)2
√ ,

N – total number of samples in the signal.
15 K12 ✓ Ratio coefficient of 1st and 2nd interface reflections K12 =

Upp1

Upp2

16 K21 ✓ Ratio coefficient of 2nd and 1st interface reflections K21 =
Upp2

Upp1

17 K31 ✓ Ratio coefficient of 3rd and 1st interface reflections K31 =
Upp3

Upp1

18 K32 ✓ Ratio coefficient of 3rd and 2nd interface reflections K32 =
Upp3

Upp2

19 Δt21 ✓ Absolute time of flight of 2nd and 1st interface reflection Δt = |t2 − t1|
20 Δt32 ✓ Absolute time of flight of 3rd and 2nd interface reflection Δt = |t3 − t2|
21 α12 ✓ Attenuation comparing 1st and 2nd interface reflection α = 20 log10

Upp1

Upp2

22 α23 ✓ Attenuation comparing 2nd and 3rd interface reflection α = 20 log10
Upp2

Upp3

23 k ✓ Kurtosis
k =

E(u(t) − μ)4

σ4 , t ∈ t1 ÷ t2
24 s ✓ Skewness

s =
E(u(t) − μ)3

σ3 , t ∈ t1 ÷ t2
Frequency domain
25 Ufmax ✓ Maximum amplitude Ufmax = max(FT(u(t)), t ∈ t1 ÷ t2
26 fUmax ✓ Frequency value at the maximum amplitude fUmax = argmaxf FT(u(t)), t ∈ t1 ÷ t2
27 ufmean ✓ Mean value of the amplitude

ufmean =
∑N

i=1
FT

(
ui(t)

N

)

, t ∈ t1 ÷ t2

28 σf ✓ Standard deviation
σf = FT •

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

N − 1
∑N

i=1
ui(t) − u(t)

√

29 cvf ✓ Variation coefficient
cvf = FT

( σf

ufmean

)

30 fd ✓ Dominant frequency fd =
idx • Fs

L
31 sf ✓ Frequency skewness

sf =
E(u(f) − μ)3

σ3

32 HNR ✓ Harmonic to noise ratio HNR =
Eharmonic

Enoise
,

Eharmonic =
∑

|uh(f)|2, Enoise =
∑

|un(f)|2

* ui- each amplitude value at time t, N – number of observations, u(t) – mean value, iend – the index where the signal crosses below the threshold after istart , istart – the 
index where the signal first exceeds the threshold, Fs – sampling frequency, L – signal length, u[n]- signal sample at index n, sign(u[n]) – the sign of the signal sample, 
where (u[n]) = 1 if u[n] > 0, (u[n]) = − 1 if u[n] < 0, (u[n]) = 0 if u[n] = 0, μ – mean of (u(t), σ is a standard deviation, E is the expected value of the quantity (u(t) − μ)4 or 
(u(t) − μ)3 or (u(f) − μ)3, FT – Fourier Transform, idx - the index of the maximum magnitude in the Fourier Transform of the signal, u(f) – Fourier Transform of the 
input signal u(t), uh(f) – harmonic components in frequency spectrum, un(f) – noise components in frequency spectrum.
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outlier removal, statistical significance analysis and pairwise correlation 
analysis. The purpose of this feature engineering was to reduce noise by 
removing redundant observations and features that carry the same in
formation. Prior to feature engineering in order to ensure feature 
comparability and prevent numerical instability, all features were scaled 
to the unit variance according to the expression: 

zn =(xn − μ) / s, (1) 

where zn is the scaled observation xn, xn is the n-th observation, μ is the 
mean of feature column, s is the standard deviation of the feature col
umn, n = 1÷N, where N – is the total number of observations in the 
feature column.

2.4.1. Outlier removal
The interquartile range (IQR) statistical method was employed to 

identify and remove extreme values that could potentially skew the re
sults of the machine learning models. In this study, we calculated the 
IQR as the difference between the 25th and 75th percentiles (IQR =
Q3–Q1), which separated the lowest 25 % and highest 25 % of the data. 
To establish the outlier boundaries, we utilized a k factor of 3, setting the 
outlier boundaries to ±4.7215σ from the median. Consequently, any 
observations outside the range [Q1–k(Q3–Q1), Q3+k(Q3–Q1)] were 
considered outliers. In the case of the binary dataset, outlier detection 
resulted in the removal of 58 observations, while in the ternary dataset, 
7 observations were removed. The remaining datasets had dimensions of 
(n = 54431, f = 32) and (n = 27152, f = 32) for the binary and ternary 
datasets, respectively.

2.4.2. Statistical significance analysis
In this study, the primary aim of the statistical significance analysis 

was to remove redundant features that do not provide decisive power. 
For this purpose, we used a two-sample independent t-test analysis. This 
analysis calculates a t-statistic based on the difference between the means 
of two groups and the variability within the groups and compares the 
result with the critical value of the t-distribution. To properly implement 
the t-test analysis, we compared the decisive power of each feature be
tween different classes: “defect” and “no defect” for the binary dataset, 
and “depth 1,” “depth 2,” and “depth 3″ for the ternary dataset. We 
sampled features assigned to each class and iteratively calculated the t- 
statistic for each feature. The null hypothesis for this test was formulated 
as: there is no significant difference between two subsamples of the same 
feature that represent different damage states. The p-value was calcu
lated with a confidence interval of 95 %. As a result of the t-test analysis, 
one feature column (symmetry) was removed in the case of the ternary 
dataset. The remaining feature columns were considered statistically 
significant and remained in the datasets which had dimensions of (n =
54431, f = 32) and (n = 27152, f = 31).

2.4.3. Pairwise correlation analysis
To properly handle multicollinearity between features and identify 

redundant ones, a pairwise correlation analysis was performed. During 
this analysis, pairwise correlation coefficients were calculated using 
Pearson correlation as a measure of linear association between all fea
tures in the datasets. It is known that correlation analysis without 
domain knowledge can lead to the removal of features with high pre
dictive power, thus reducing the model’s accuracy. To mitigate this 
issue, we used a similarity threshold of k = 3, which allowed us to 
remove only those features that were correlated with three or more 
other features. A correlation threshold of 0.75, both for positively and 
negatively correlated features, was applied. The pairwise correlation 
analysis revealed that nine features were significantly correlated with 
more than three other features in the binary dataset and twelve features 
in the ternary dataset. After removing these correlated features, the bi
nary and ternary datasets had dimensions of (n = 54431, f = 23) and (n 
= 27152, f = 20), respectively. The pairwise correlation heatmaps after 

removal of correlated features are presented in Fig. 7.
In this study, we intentionally didn’t perform cross-validation to 

ensure that feature removal during the correlation analysis did not 
adversely affect model performance. Instead, we chose a back
propagation approach, where we removed highly correlated features 
first. After checking the model’s performance, we retained the option to 
reintroduce some features if the performance appeared to be insuffi
cient. The datasets, after pairwise correlation feature removal, were 
used as the initial datasets for the machine learning analysis. To further 
explore possibility to reduce data dimension, the dimensionality 
reduction techniques described in the following chapter were employed.

2.5. Dimensionality reduction

In this section, the dimensionality reduction techniques used to 
process the binary and ternary datasets presented in the previous section 
will be briefly discussed. The general aim of this dimensionality reduc
tion is to improve the computational efficiency of the machine learning 
models, reduce overfitting caused by using models with too many fea
tures, and increase the interpretability of the models. This section also 
aims to find the best balance between the number of features and pre
diction accuracy, and to identify the most influential features that 
contribute most to the success of the machine learning model. We used 
two different approaches for the binary and ternary datasets. For the 
binary dataset, we subsampled the initial dataset consisting of 32 fea
tures based on our a priori knowledge about the features, while for the 
ternary dataset, we used tree-based, sequential, and recursive feature 
elimination techniques, as well as linear discriminant analysis (LDA) to 
transform the data into a low dimensional space. In the following sec
tions, the dimensionality reduction techniques for each dataset will be 
briefly described, followed by the appropriate results.

2.5.1. Binary dataset
The binary dataset initially consisted of f = 23 features and n =

54431 observations. To further reduce the data dimensions, we sub
sampled the initial dataset and created two additional datasets with a 
reduced number of features. A summary of the selected features is pre
sented in Table 2. As a result, we tested the binary “defect” versus “no 
defect” classification using three datasets: (n = 54431, f = 23), (n =
52190, f = 16), and (n = 54476, f = 7). The number of observations 
varied between these datasets due to the outlier removal process, which 
removed a different number of observations depending on the dataset 
size. To properly select the features in each dataset, we reviewed the 
pairwise correlation results and used a priori knowledge about the data. 
The first dataset with f = 23 features included most of the features, 
including those extracted from a single signal and from subsequent re
flections, such as time-of-flight or amplitude ratio. The second dataset, 
consisting of f = 16 features, excluded features measured from two 
subsequent reflections, containing only those that could be measured 
from a single reflection in the time and frequency domains. However, it 
was more complete compared to the last dataset with 7 features, as it 
included more robust metrics such as waveform rise time, fall time, and 
zero crossing rate. The final dataset with f = 7 features included the 
minimal number of features, focusing on those found to be most influ
ential in our previous study [35]. Consequently, the binary classifier was 
tested with these three datasets, as shown in Table 2.

2.5.2. Ternary dataset
The ternary dataset was used for three-class classification – “depth 

1,” “depth 2,” and “depth 3.” After feature engineering, the initial 
ternary dataset consisted of 20 features (n = 27152, f = 20), as listed in 
Table 2. To further decrease the number of dimensions, three dimen
sionality reduction methods belonging to the feature selection class, 
namely tree-based, recursive, and sequential, were used. These methods 
select subsets of features based on different scores. Additionally, a 
feature transformation technique called linear discriminant analysis 
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Fig. 7. Heatmaps of binary (a) and ternary (b) datasets after removal of correlated features.

Table 2 
Selected features according to binary and ternary classifier datasets.
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(LDA) was used to transform multidimensional features into a two- 
dimensional space.

2.5.2.1. Tree based feature selector. The tree-based feature selector was 
implemented using an Extra Trees classifier, which is an ensemble 
learning technique that aggregates the results of multiple de-correlated 
decision trees and collects the predictions using the majority voting 
method. This method reduces the risk of overfitting by averaging the 
results from multiple uncorrelated trees and can also provide the 
importance scores of the features, enabling a straightforward way to 
select those features that enhance the model’s interpretability and per
formance [36,37].

To avoid assigning high importance scores to features with low 
predictive power, we used permutation-based feature importance eval
uation. This method measures the decrease in the model score when a 
single feature is randomly shuffled. Since this evaluation breaks the 
relation between the feature and the target, the drop in the model score 
reliably indicates how much the model depends on that particular 
feature. Additionally, we used a dataset from which correlated features 
had been removed in the previously described feature engineering sec
tion, so the permutation-based feature importance evaluation did not 
suffer from multicollinearity. In this study, we used 100 tree estimators 
and 10 permutations for each feature with accuracy scoring and unseen 
data for feature importance evaluation. As a result, the feature impor
tance scores obtained using the Extra Trees classifier are presented in 
Fig. 8. The results show that features such as HNR, fd, fUmax, Ufmax, CR, tf, 
tr, and A show high importance and can be considered as the most 
influential according to the tree-based selector. This feature selection 
approach removed half of the initial features, and the subset of 10 fea
tures with the highest importance scores was used as a separate dataset 
for damage depth classification (n = 27152, f = 10). The features kept 
after tree-based selector are summarized in Table 2.

2.5.2.2. Recursive feature selector. Recursive dimensionality reduction 
is a backward selection technique that iteratively removes the least 
important features and re-evaluates the model’s performance [38,39]. 
For this purpose, we used the Extra Trees classifier as the core model due 
to its compatibility with backward selection approach. This model was 
first trained with all features, and then at each step, we removed one 
feature and retrained the model using the reduced number of features to 
evaluate its performance. To define the stopping criteria, we imple
mented a 3-fold cross-validation estimator that finds the optimal num
ber of features by comparing scores of different subsets. The average 

cross-validation accuracy score versus the number of selected features 
for the recursive feature selector is presented in Fig. 9 (a). The results in 
Fig. 9 (a) demonstrate that the recursive feature selector selected 19 
features removing only the kurtosis feature as shown in Table 2.

Although this feature removal technique has some disadvantages, 
such as evaluating the features mostly independently without consid
ering their interaction and the selected subsets strongly depending on 
the chosen model, it was only one of the few dimensionality reduction 
techniques employed in this study. Therefore, we accepted its 
limitations.

2.5.2.3. Sequential feature selector. Another feature selection technique 
that we implemented in this study was the sequential feature selector. 
Unlike the recursive feature selector, this method requires defining the 
number of remaining features beforehand. The sequential feature 
selector aims to find the optimal number of features by sequentially 
adding or removing features in a forward or backward direction. In this 
study, we used a forward feature selector, starting with an empty set of 
features and sequentially evaluating all features that could be added to 
the current dataset. The stopping criterion was set to 10 features, 
meaning that half of the features were to be eliminated. We used 5-fold 
cross-validation to evaluate the model’s performance with the current 
subset. Although the greedy approach is known to not always find the 
optimal subset of data, as it makes decisions based only on the current 
subset, it was part of a larger group of dimensionality reduction 
methods. Its advantages, such as simplicity, improved model efficiency, 
and helping to avoid overfitting, outweighed its limitations. The average 
cross-validation accuracy score versus the number of selected features 
for the sequential feature selector is presented in Fig. 9 (b). The results of 
the sequential feature selector show that among the 10 selected features, 
none were associated with data that includes multiple signal reflections 
within the damaged area, such as amplitude ratio and time of flight. It 
also selected all the features indicated as most influential by the tree- 
based feature selector (see Fig. 8), except for fd. However, the sequen
tial selector showed a higher preference for magnitude-based features 
such as Umean and Umedian. The features selected by sequential feature 
selector are presented in Table 2.

2.5.2.4. LDA feature selector. Finally, LDA was the last technique in the 
dimensionality reduction approaches used in this study. LDA is 
commonly employed to transform multi-dimensional feature datasets 
into low-dimensional data by maximizing the means and minimizing the 
variance between different classes by using Fischer’s approach [40,41]. 

Fig. 8. Permutation based importance of the features in the ternary dataset calculated using Extra trees classifier.
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In this way, instances belonging to different classes are separated, and in 
most cases depending on the number of classes, can be visualized to gain 
a better insight into the class boundaries. While LDA itself is commonly 
used as a classification technique, the dimensionality reduction is 
inherently performed by LDA as part of the process as it seeks to find 
linear combinations of the original features that best separate the clas
ses. Hence it can be used as supervised technique to reduce the number 
of features. In a typical use case, since we initially had k = 3 classes, with 
LDA we retained 2 dimensions (k–1). During the LDA analysis we 
assumed that the classes area is linearly separable and has the same 
statistical distribution within class. The representation of the ternary 
dataset in the 2D space after applying linear discriminant analysis as a 
dimensionality reduction technique is presented in Fig. 10. The 
explained variances for the first two LDA components were 85 % and 14 

%, respectively. The results suggest that the “depth 1” class can be 
separated well from the “depth 2” and “depth 3” classes, while the latter 
two classes slightly overlap, indicating that some of the “depth 3” data 
will be misclassified as “depth 2” and vice versa.

As it can be seen from the data in Table 2, the features that included 
multiple reflections within the defect (K21, K31, K32, Δt21, Δt32, α12, α23) 
were kept only in the initial and the recursive datasets. The tree-based 
selector also dismissed the magnitude-related features, keeping only 
Upp and A. The features from the ternary dataset that were retained 
across all subgroups were Upp, tf, CR, Ufmax, fUmax, cvf, and HNR, showing 
a good correlation with the feature importance scores presented in 
Fig. 8. Additionally, features such as Umean, Umedian, A, tr, and fd were 
selected by 3 out of 4 feature selectors.

3. Results and discussion

As presented in the previous section, our initial goal was to predict 
both “defect” and “no defect” cases and the depth of the defect by 
classifying them as “depth 1”, “depth 2” and “depth 3”, depending on 
where the delamination is located. We started with a dataset of 32 
features and performed feature engineering, including outlier removal, 
statistical significance analysis, and pairwise correlation analysis. After 
these steps, we were left with datasets consisting of 23 features for the 
binary classifier (“defect” and “no defect”) and 20 features for the 
ternary classifier (“depth 1”, “depth 2” and “depth 3”). These feature sets 
were considered as the starting point datasets.

To further reduce the number of dimensions, we subsampled the 
binary dataset, creating two additional datasets consisting of 16 and 7 
features, respectively. Hence, we had a total of 3 datasets for binary 
classification. For the ternary dataset, we employed various dimen
sionality reduction techniques such as tree-based, recursive, sequential, 
and LDA feature selectors. This process resulted in 5 datasets for ternary 
classification. All these datasets were trained and evaluated 
independently.

For this purpose, each dataset was randomly split into training and 
testing sets, with 65 % of the data for training and 35 % for testing. To 
maintain the same number of observations within separate classes, we 
used stratified splitting with 5-fold cross-validation. For classification, 
we used a support vector machine (SVM) classifier, which seeks to find 
the optimal hyperplane that best differentiates the classes while allow
ing for some misclassifications by providing a soft margin. The SVM 

Fig. 9. Average cross-validation accuracy score versus the number of selected features for recursive (a) and sequential (b) feature selectors.

Fig. 10. Ternary dataset in the 2D space after applying linear discrimi
nant analysis.
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classifier was implemented using a one-versus-rest approach, where n* 
(n-1)/2 (n is the number of classes) classifiers were constructed for each 
combination of pairwise classes. The hyperparameter tuning of the SVM 
model was performed before fitting it to the data, which suggested using 
a linear kernel function. Each model was trained on the described 
datasets. Then, the pretrained models were evaluated on unseen data, 
which was extracted from sample No 2, on which an independent 
measurement was performed. The unseen data was prepared in the same 
way as the original training/testing data, meaning that both feature and 
observation removal routines were performed. The results between 
different datasets and on train/test and unseen data are presented in a 
form of confusion matrix C, where C0,0 is the fraction of true negatives, 
C1,0 – false negatives, C1,1 – true positives and C0,1 – false positives. 
The accuracy score in the confusion matrix shows a fraction of correctly 
and incorrectly classified observation.

The results of the binary “defect” versus “no defect” classifiers for the 
train/test and unseen data are presented in Figs. 11 and 12. The out
comes of the confusion matrices for the train/test data represent the 
highest classification accuracy for the initial dataset of features (n =
54431, f = 23) which is higher than 90 % for both - the true positive and 
true negative outcomes. The single interface dataset (n = 52190, f = 16) 
with a reduced number of features also shows high prediction accuracy 
with a slight decrease in the true positive rate. However, in the case of 
minimised dataset (n = 54476, f = 7) there is still high accuracy 
observed for the “no defect” classification (96 %), but quite significant 
reduction for the true positive rate where only 73 % of the “defect” cases 
were correctly identified. In the context of non-destructive testing in 
aerospace industry which demands extremely high safety standards and 
regulations, the sensitivity should be as close to 100 % as possible to 
ensure all defects are detected. Therefore, true positive rate of 73 % is 
insufficient in this field. The results received for the unseen data of 
different object (sample No 2) are close to train/test data. Confusion 
matrices of initial and single interface datasets display quite high clas
sification accuracies, while a significant drop of true positive rate (74 %) 
is observed for the minimised dataset as well. Nevertheless, the results of 
classification accuracy of unseen data in comparison to trained/test data 
indicates that the created machine learning models are highly effective 
for application in defect detection in adhesive joints.

The results of ternary classification (“depth 1”, “depth 2” and “depth 
3”) for train/test and unseen data are presented in Fig. 13 and Fig. 14. 
Confusion matrices of 5 datasets of dimensionality reduction (initial (f 
= 20), tree based (f = 10), recursive (f = 19), sequential (f = 10), and 
LDA) display the classification accuracy values. As a result, for the train/ 
tests data ternary classification accuracy is quite high and mostly very 
close to 100 % in the case of all 5 feature subsets. This means that the 
depth of the defect location in the adhesive zone of the object can be 
determined accurately using the trained model.

For unseen data extracted from the sample used for testing and 
verification only, the outcomes of confusion matrices show the larger 

variance. The highest classification accuracy of “depth 1” and “depth 3” 
shows the following feature subsets: LDA, recursive and initial. In 
addition, classification accuracy of “depth 1” is higher than 95 % for all 
feature subsets. The best result of “depth2” prediction is observed using 
sequential feature subset which is 80 %. It was most difficult to classify 
between “depth 2” and “depth 3” in the case of initial, tree based and 
recursive feature subsets. The minimum value of correctly identified 
“depth 2” cases is 57 %, and the maximum value of mistakenly identified 
“depth 2” as “depth 3” is 32 %. However, the classification accuracy of 
“depth 2” is not less than 57 % except for LDA feature subset, where true 
positive rate is only 35 % while the remaining cases identified as “depth 
1”. With respect to all 3 depths classification, best performance shows 
initial and recursive datasets.

Fig. 6 shows the C-scans for Zone 2 and Zone 3, which correspond to 
areas with interface defects located in the middle of the adhesive layer 
“depth 2” and between the adhesive and the CFRP layer “depth 3”, 
respectively. The amplitude contrast between the defective and non- 
defective areas is minimal, resulting in a significantly lower detect
ability of interface defects in these zones compared to Zone 1. In these 
zones, distinguishing defective shapes and edges was also challenging. 
For Zone 3 of the sample with the thin CFRP plate, the smallest defect 
could not be identified experimentally. These limitations could influ
ence the ML model training leading to reduced classification accuracy 
for the ternary dataset on unseen data and resulting in confusion be
tween “depth 2” and “depth 3”.

In this study, we intentionally chose to use a classic machine learning 
approach with SVMs over more sophisticated neural networks. Our 
decision was driven by the simplicity and transparency of the resulting 
classification. While the features were handpicked rather than selected 
by the model, their selection was based on our previous research [4,35], 
which demonstrated their effectiveness in debonding detection. As a 
result, this paper establishes a direct link between the features, their 
importance, and the classification’s sensitivity and specificity, providing 
new insights. Additionally, it’s well known that SVMs with 
well-understood features can generalize effectively on unseen data and 
avoid overfitting. By demonstrating the model’s predictions on data that 
was not used in the training process and was obtained from a sample 
with different geometry and during an independent experiment, we 
confirmed the model’s ability to generalize.

On the other hand, advanced neural networks may capture patterns 
that might elude even researchers with expertise in the field. For this 
reason, deep learning techniques could be explored in future work to 
automate feature extraction, potentially improve classification perfor
mance, and increase the method’s robustness outside controlled labo
ratory conditions, making it more adaptable to industrial environments. 
Nonetheless, we believe the approach demonstrated in this study 
significantly enhances defect detection accuracy compared to previous 
methods that relied solely on post-processing algorithms to improve 
interface defect detectability [4,16]. These ML models enabled us to 

Fig. 11. Confusion matrices of binary classification for train/test data: (a) initial feature subset, (b) single interface subset, and (c) minimised feature subset.
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achieve a high accuracy in identifying defect depths, which was previ
ously unattainable, particularly due to the challenges posed by very thin 
layers of adhesive and adherends, leading to signal overlap.

4. Conclusion

In this study, a semi-automated technique based on ultrasonic pulse 
echo method and machine learning algorithms has been developed to 
detect interface defects in adhesive joints and classify them according to 
their depth location in the adhesive layer. Adhesively bonded 
aluminium to CFRP joints with disbond type defects located at different 
depth in adhesive were analyzed. In the data preprocessing stage, the 
signal quality was effectively improved ensuring that extracted features 
were relevant and robust for classification tasks. Thirty-two ultrasonic 
features from the whole and time gated signal of single and multiple 
interface reflections were performed to capture essential signal charac
teristics related to defect detection.

The developed ML model automatically and successfully detected 
and classified defects according to their depth locations. Thus, the ML- 

based approach demonstrates the potential of combining ultrasonic 
techniques with machine learning for precise defect identification in 
adhesive joints and composite materials. The analysis included both 
binary and ternary classifier datasets, with feature selection and 
dimensionality reduction techniques applied to optimize the ML models. 
The main results of the ML model performance evaluation are as follows.

1. The study confirmed that Upp, tf, CR, Ufmax, fUmax, cvf, and HNR fea
tures which were retained across all subgroups have a highest 
importance score for accurate defect classification. In addition, ac
cording to Extra Trees classifier high importance score has A, tr, and 
fd features which were retained in 3 out of 4 feature selectors.

2. The highest “defect” vs. “no defect” classification accuracy for the 
binary datasets was observed for the initial and single interface 
feature subsets. For the train/test data, the classification accuracy is 
greater than 90 % for the initial subset and higher than 87 % for the 
single interface subset. For unseen data, the classification accuracy 
slightly decreased but remained higher than 83 % for true negative 
and 89 % for true positive rates.

Fig. 12. Confusion matrices of binary classification for unseen data: (a) initial feature subset, (b) single interface subset, and (c) minimised feature subset.

Fig. 13. Confusion matrices of ternary classification for train/test data: (a) initial feature subset, (b) tree - based, (c) recursive, (d) sequential, (e) LDA.
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3. The highest accuracy for ternary classification taking into account all 
3 depths (“depth 1”, “depth 2” and “depth 3”) was observed in all 5 
confusion matrices of feature subsets which is greater than 98 %. 
However, for the unseen data the highest classification accuracy 
shows that initial and recursive feature subsets which contain fea
tures of multiple reflections are more reliable. These subsets 
correctly classified “depth 1″ in more than 96 % of cases, “depth2” in 
more than 62 % of cases, and “depth3” in 91 % of cases.

4. “Depth 2” is in the middle of the adhesive zone, while “depth 3” is at 
the bottom, making them more challenging to separate. The 
misclassification of “depth 2” as “depth 3” was due to low amplitude 
contrast in Zone 2 and Zone 3 (Fig. 6) making defect distinction 
difficult compared to Zone 1; blurred defect edges, signal overlap due 
to thin layers and complex structure as well as experimental identi
fication limitation of the smallest defect in Zone 3.

Despite the fact that today’s modern neural networks can also 
perform the same classification task on the same dataset, the conven
tional SVM-based machine learning approach described offers signifi
cant practical advantages, particularly in terms of training speed and 
ease of implementation, making it more financially viable. In compari
son, neural networks can require several days to several weeks to be 
trained depending on the task complexity. Furthermore, for classifica
tion tasks such as “defect” vs. “no defect” and defect depth localization 
(“depth1”, “depth2”, “depth3”), the Support Vector Machine is 
straightforward and user-friendly. This simplicity enhances its applica
bility in research for further analysis and testing across various types of 
adhesive joints and interface defects as well as widespread use in related 
industries for defect detection and localization, and process automation. 
However, as the complexity and size of data increases, SVM approach 
performance can be limited compared to neural networks, which are 
designed to handle large datasets and can model complex nonlinear 
relationships. NNs can automatically extract features and offer greater 
potential for generalisation and robustness, especially when dealing 
with real-world variability and noise.

The combination of ultrasonic techniques with ML offers a powerful 

and cost-effective tool for semi-automated defect detection and classi
fication in adhesive joints. Nevertheless, the incorporation of deep 
learning techniques in future studies could further optimize these 
results.
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