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Abstract: Accurate estimation of the state of charge (SoC) of lithium-ion batteries is crucial for battery
management systems, particularly in electric vehicle (EV) applications where real-time monitoring
ensures safe and robust operation. This study introduces three advanced algorithms to estimate the
SoC: deep neural network (DNN), gated recurrent unit (GRU), and long short-term memory (LSTM).
The DNN, GRU, and LSTM models are trained and validated using laboratory data from a lithium-ion
18650 battery and simulation data from Matlab/Simulink for a LiCoO2 battery cell. These models
are designed to account for varying temperatures during charge/discharge cycles and the effects of
battery aging due to cycling. This paper is the first to estimate the SoC by a deep neural network using
a variable current profile that provides the SoC curve during both the charge and discharge phases.
The DNN model is implemented in Matlab/Simulink, featuring customizable activation functions,
multiple hidden layers, and a variable number of neurons per layer, thus providing flexibility and
robustness in the SoC estimation. This approach uniquely integrates temperature and aging effects
into the input features, setting it apart from existing methodologies that typically focus only on
voltage, current, and temperature. The performance of the DNN model is benchmarked against the
GRU and LSTM models, demonstrating superior accuracy with a maximum error of less than 2.5%.
This study highlights the effectiveness of the DNN algorithm in providing a reliable SoC estimation
under diverse operating conditions, showcasing its potential for enhancing battery management in
EV applications.

Keywords: lithium-ion battery; GRU neural network; LSTM neural network; state of charge; deep
learning; electrical vehicle

1. Introduction

Lithium-ion batteries represent a highly effective solution for energy storage devices,
despite some significant challenges. Because of the global commitment to reduce green-
house gas emissions, electric vehicles have become one of the best candidates to gradually
replace internal combustion engine vehicles [1]. Nowadays, Li-ion batteries are widely used
in most electronic devices and electric vehicles (EVs), as well as in smart grid technology,
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this development has led to the V2G (vehicle-to-grid) technology [2,3]. This new technology
allows the battery of an electric car to be charged or discharged according to the needs
and capacity of an electrical network. Lithium-ion technology offers a number of benefits
compared to other energy storage technologies. The importance of lithium-ion batteries
in electric vehicles (EVs) continues to grow, thanks to their high energy density, long life,
and ability to withstand rapid charge and discharge cycles. An accurate state-of-charge
(SoC) estimation is essential for efficient battery management, ensuring the safety, energy
efficiency, and durability of the EV [4,5]. A battery management system (BMS) is essential
in any application [6], especially in electric vehicles, where it can monitor and protect the
battery condition to ensure the reliable, safe, and efficient operation of electric vehicles [7,8].
The BMS is vital for knowing the available energy in the battery and therefore predicting the
remaining range of the electric vehicle [9]. However, a direct measurement of the SoC is not
possible due to the nonlinearity of the SoC and the complex dynamics of batteries [10,11].

The SoC is determined by the percentage of the current capacity Q(t) compared to the
nominal capacity Qn. The latter is the energy that can be extracted from the battery when
it is fully charged [12]; this value is specified by the producer. For battery packs, accurate
SoC values for each cell are essential for cell balancing and efficient battery management [13].
One of the classic formulas for calculating SoC is the Coulomb Counting equation, in which
the SoC is calculated by integrating the charge/discharge current versus time, which is given
as follows:

SoC(t) =

(
1 −

∫ t
0 i(t)d(t)

Cn

)
× 100% (1)

An accurate SoC estimation is necessary to prevent damage to the battery and un-
expected failure by protecting the battery from overcharging and deep discharge [14].
However, the estimation of the SoC remains a major challenge due to temperature vari-
ations and aging effects that influence battery performance. The traditional methods of
estimating the SoC have significant limitations under these variable conditions. Therefore,
several techniques in this regard are used to estimate the SoC for electric vehicle applica-
tions [15]. There are many studies on improved SoC estimation approaches that give a
robust estimate of the SoC [16], among which the following can be mentioned: electrical
measurement only-methods, like the Open-Circuit Voltage (OCV) technique which gives an
approximation of the SoC by the monotonic relationship between the SoC and its OCV [17].
Although the Coulomb Counting method, which estimates the state of charge by integrat-
ing the discharge current over time, is easy to implement, it requires regular recalibrations
because the error in this estimate accumulates over time due to the low accuracy of the
current sensor [18]. Various approaches have been developed to estimate the SoC of Li-ion
batteries, incorporating different modeling techniques. These include electrical models,
which concentrate on representing the battery behavior through circuit-based simulations,
and mathematical equation models, which capture battery dynamics using mathematical
formulations. In addition, electrochemical models are employed to capture the complex
interaction of chemical reactions within the battery [19,20]. Besides these models, filters can
be added to correct model uncertainties to achieve acceptable estimation performance [21],
like the adaptive unscented Kalman filter (AUKF) [22–24], adaptive extended Kalman
filter (AEKF) [25,26], which employs the covariance adaptation-based method, and the
ARX based Kalman filter, which have been discussed in the literature to estimate the SoC.
In reference [27], an IAUKF method is proposed as a way to improve the accuracy of
the SoC estimation of lithium-ion batteries. The results show that the IAUKF approach
is highly robust to the noise covariance of the initial measurement. To improve the per-
formance of the conventional SMO for estimation accuracy and ability to track with less
ripples, an Adaptive-Gain SMO (AGSMO) is suggested in reference [28]. The authors of
reference [29] studied various scenarios in which systematic errors such as voltage sensor
bias, current sensor bias, and initial parameter identification errors [30] existed and tested
them using an amp-hour (Ah) integration, a dual extended Kalman filter (DEKF) algorithm,



Appl. Sci. 2024, 14, 6648 3 of 31

and the extended Kalman filter (EKF). The test showed the robustness of the three algo-
rithms in the scenarios giving different deviations. The SoC can be estimated efficiently
using the DEKF algorithm [29], in the case of systematic errors perturbation, since the max-
imum error of the SoC estimation by the algorithm is less than 3%, which is better than the
results obtained using an EKF and Ah integration. In reference [31], the authors proposed a
novel adaptive dual extended Kalman filter [32] (ADEKF) to estimate the SoC. The results
demonstrated that the algorithm was capable of estimating the SoC. The algorithm could
provide a good reference to the battery management system and had good convergence.
The estimation error of the SoC was 2.03%. Furthermore, a detailed comparison between
two different structures using a neural network (NN) was investigated in reference [33],
that is, the direct structure based on NARX-NN with SoC as the network output and the
indirect structure using an (RBF)-based NN embedded with UKF (RBFNN-UKF) with the
voltage as the output. The RBFNN-UKF indirect estimation demonstrated an interesting
superiority over the direct estimation.

The currently available and commonly used algorithms for estimating SoC are KF [34,35],
H-infinity filter [36], PF [37], RLS, PI, and SMO. In reference [38], the PF, KF, and H-infinity
approaches were compared. The results indicated that the performance of the UKF, CDKF,
PF, and H-infinity filters was superior to the other nonlinear filters. In terms of accuracy, PF
performed better compared to EKF and was more precise than H∞. However, the running
time was slower for the PF. The results of the experiments indicated good performance in
accuracy and runtime for the H-infinite filter. As a result, this method offered a suitable
approach towards SoC online estimation. The recursive least squares method enabled a
precise calibration of dynamic model parameters and real-time variations while preserving the
simplicity of computation. However, in reference [39], Multiple Adaptive Forgetting Factor
Recursive Least Squares (MAFF-RLS) estimates were employed for the estimation of the
SoC and the cellular model’s internal parameters. The KF is currently the most widely used
approach for SoC estimation. The EKF is the most commonly used in the literature [40,41]
because of its capability to operate on a nonlinear system and due to its simplicity compared
to more sophisticated KFs. There exist several different variants of the KF; in reference [42],
eighteen different KF types were listed. Regarding performance, the EKF demonstrated high
precision. Various approaches, including an adaptive EKF, unscented KF, central difference
KF, and Dual EKF were proposed to develop a better EKF and improve its performance.
An Artificial Neural Network (ANN) was employed in references [43,44] to estimate the SoC.
The neural network (NN) in reference [44] was coupled with a fuzzy model to generate an
Adaptive Neuro-Fuzzy Inference System (ANFIS). The method SMO provides good reliability
and robustness to modeling errors and uncertainties. However, in reference [15], the SMO
method was coupled with a NN algorithm to decrease the error in the estimation of the SoC.
Also, in reference [45], the SoC was estimated by an SMO using a standard driving profile.
In Reference [46], for the purpose of achieving a solution that is simple and reducing the
processing time while obtaining similar performance compared to other popular estimators,
a new algorithm based on disturbance observation-based (DOB) was developed. The output
of the proposed model demonstrated that the DOB algorithm was able to estimate the SoC
with more accuracy than conventional approaches.

Machine learning (ML) methods can also be used to generate a data-driven model [47,48]
and identify the nonlinear relationship between the SoC and measurable variables such as
current, voltage, and temperature [49–51]. In reference [52], to estimate the thermal and
electrical characteristics of lithium-ion battery cells, the authors evaluated the performance of
four ML methods (Random Forest Regressor (RFR), linear regression, Decision Tree Regressor
(DTR), and K-nearest neighbors regressor) [53]. In that case study, the DTR model gave the best
performance. In reference [54], the authors apply a long short-term memory neural network
(LSTM). The model based on the LSTM algorithm outperforms several algorithms [54]
such as RF, SVR, and simple RNN. The mean absolute error (MAE) of the SoC estimation
reaches 0.91%. The proposed method demonstrates satisfactory performance in accuracy
and robustness in the case of a battery with different temperature conditions. There are
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also other algorithms in the literature to estimate the SoC [9,55], including the support
vector machine (SVM) and K-nearest neighbors (KNN) [56] models. In reference [57],
the authors proposed a state-of-charge estimation model based on a dynamically driven
recurrent network (DDRN). A nonlinear autoregressive architecture with exogenous inputs
(NARX) of the DDRN was applied for the SoC and state-of-health (SoH) estimation [58].
A recurrent neural network with long short-term memory (LSTM) and an unscented
Kalman filter (UKF) were combined to estimate the SoC of a 18650 lithium iron phosphate
battery in reference [59]. The UKF was incorporated into the network to filter the output
noise and improve the accuracy of the SoC estimation. The SoC estimate was the model’s
output, and its inputs were (current, voltage, temperature). The experimental results
showed that the proposed model learned the battery dynamics well and offered a good SoC
estimation with root-mean-square errors (RMSEs) less than 1.1% and mean errors (MAEs)
less than 1%. Thanks to recent advancements in artificial intelligence, data-driven science
is garnering increasing interest due to its remarkable advantages in terms of flexibility
and adaptability. Moreover, the implementation of this technique is not complicated and
demands relatively limited computations [60]. Nevertheless, it differs from other available
techniques like electrochemical models or Equivalent Circuit Models which take a long time
to be constructed and parameterized manually. To overcome these challenges, this study
explores the use of advanced deep neural network (DNN), gated recurrent unit (GRU),
and long short-term memory (LSTM) models. These models are capable of capturing
complex, nonlinear relationships between input variables (current, voltage, temperature,
aging effect) and the SoC, offering higher accuracy. Supervised learning demonstrates the
capability to accurately estimate the SoC across a range of ambient temperature conditions.
This is particularly advantageous as traditional estimation methods [51] often necessitate
the use of distinct models tailored to specific temperature environments [61].

Several interesting and original contributions of this work are highlighted as follows:

• The proposed DNN, GRU, and LSTM networks are trained using large simulation and
experimental datasets for the first time to estimate the SoC. Then, the three networks
are compared in terms of MAE, MSE, RMSE, and R2.

• By rigorously testing the models on experimental and simulated data, an accurate
estimate of the SoC is obtained. This validation not only confirms the effectiveness
of these models but also underlines the potential of simulation to accelerate the
development of battery management systems, resulting in significant savings in terms
of time and cost.

• This study simulates the effects of aging for different battery types and capacities, under dif-
ferent charge/discharge profiles. By comprehensively examining the impact of aging on
SoC estimation, the paper provides crucial information on long-term battery performance,
essential for optimizing battery management systems and prolonging lifespan.

• Most existing papers consider only input data (voltage, current, temperature) to
estimate the SoC. For the first time, the proposed models for SoC estimation are
trained using a diversified dataset including (current, voltage, temperature, and aging
effect) as inputs and SoC as output, so the battery can be exposed to varying dynamics.

• The comparison between deep neural networks and recurrent neural networks demon-
strates the high precision of the DNN in SoC estimation. This discovery underlines
the potential and reliability of the DNN architecture.

• This comparative study of DNN, GRU, and LSTM models aims to identify the archi-
tecture that provides the greatest accuracy of SoC estimation performance in various
operational scenarios. The aim is to facilitate the subsequent selection of a hybrid model,
paving the way for even more reliable and efficient battery management systems.

• Extensive scenario testing incorporating various charge/discharge profiles, operating
temperatures, and battery aging effects validates the accuracy and reliability of these
models. This comprehensive evaluation guarantees the robustness of these models,
essential for practical deployment in a variety of applications.
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• Leveraging simulation techniques, the present study offers a cost-effective and rapid
approach to testing different battery configurations, management systems, and aging
scenarios. By avoiding time-consuming and costly physical testing, this approach
accelerates the development and optimization of battery management systems, facili-
tating rapid innovation in this field.

In this research paper, a comparative analysis of simulation and experimental data
for the accurate estimation of the SoC is conducted. This paper is organized as follows:
Section 2 presents the proposed models for SoC estimation, followed by an overview and
structure of the DNN, GRU, and LSTM algorithms. Section 3 describes the methodology of
the simulation and the experimental data treated in this paper and also examines the effect
of aging and temperature. The results of the estimation of the SoC and the analysis of the
complexity are discussed and presented in Section 4. The conclusions of this manuscript
are finally presented in Section 5.

2. Overview of the Proposed Neural Networks and Theoretical Background

The recurrent neural network (RNN), gated recurrent unit (GRU), long short-term
memory (LSTM) and deep neural network (DNN) are advanced models that play a crucial
role in estimating the state of charge (SoC) of lithium-ion batteries. These models are
distinguished by their unique ability to capture the complex, nonlinear relationships
between input variables, such as current, voltage, temperature, and the effect of aging,
and the SoC output. In this section, an overview of the theoretical principles underlying
these neural networks is presented, along with details of the specifics of each model, as well
as their effectiveness and limitations in the context of SoC estimation.

2.1. Recurrent Neural Network (RNN)

An RNN is ideal when required to process sequential information like the translation
of sentences and production of titles for an input video. An RNN utilizes past data in its
internal memory to forecast future outcomes based on previously computed parameters.
In contrast to a traditional NN, like feedforward neural networks, which are unable to save
past data, the RNN uses past data to process sequential inputs with recurrent units [62].
Figure 1 illustrates the structure of a recurrent unit w.

Figure 1. Structure of a recurrent neural network unit (RNN).

The following equation updates the state of each neuron Hk in the hidden layer at
each time step:

Hk = g
(
wh ·

[
Hk−1 xk

]
+ bh

)
(2)

where g denotes the activation function such as a hyperbolic tangent function or a logistic
sigmoid function; wh and bh are the weight matrix between a hidden layer and an input
layer and a bias parameter of the recurrent neuron, respectively. Once the current state Hk
is calculated, the output is computed using the following equation:

yk = g
(
wh · Hk + by

)
(3)
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where by and wh are the bias and the weight matrix between a hidden layer and an input
layer, respectively. Since the RNN naturally encodes historical inputs, the network cannot
capture all information in the case of a long sequence. In that case, it may lose valuable
information from previous time steps. As RNN processes more steps, it suffers more
from the fading gradient than other neural network architectures. To solve this problem
called gradient vanishing, two popular architectures are used: long short-term memory
(LSTM) and gated recurrent unit (GRU). The concept of gradient vanishing refers to the
phenomenon where the gradients become increasingly small as they propagate through
the layers of the network during training. This can hinder the learning process, particularly
in the case of RNNs, or when processing long sequences of data. TensorFlow with the
Keras functional API was used in this study to build, test, and train the proposed recurrent
neural networks.

2.2. Gated Recurrent Unit (GRU)

The GRU model was developed to give solutions for the long-term dependency
problem. A GRU network is created by incorporating a gating mechanism into a basic
RNN, enabling it to regulate the flow of information within the neural network. This
enhancement allows a GRU network to efficiently capture large step dependencies in
time series data and address issues like gradient vanishing or exploding gradients during
backpropagation. It employs two gates, the reset gate r, to decide from the previously
stored data how successfully the new inputs should be combined, and the update gate z,
to set the quantity of information from the past to be let through. In a GRU, the previous
hidden state Hk − 1 and the current input xk do not directly affect the current hidden state
Hk as in the standard RNN. Figure 2 illustrates the general structure of the GRU [63,64].

Figure 2. Structure of the gated recurrent unit (GRU).

The GRU activation is a linear combination of the previous state Hk−1 and a candidate
state Ĥk:

Hk = (1 − zk) ∗ Hk−1 + zk ∗ Ĥk (4)

where zk is called the update gate, which is activated by a sigmoid function:

zk = σ(Wzxk + Wz · Hk−1 + bz) (5)

The GRU candidate state is calculated as follows:

Ĥk = tanh(Whxk + Wh · (rk ∗ Hk−1) + bh) (6)
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where rk is the reset gate activated by a sigmoid function:

rk = σ(Wrxk + Wr · Hk−1 + br) (7)

2.3. Long Short-Term Memory Network (LSTM)

The LSTM is a developed type of RNN to solve the gradient vanishing problem. LSTM
deals with both short-term and long-term memory and to make the computation efficient
and simple, it uses the concept of gates. Unlike an RNN, the LSTM has three types of gates,
including the input gate i, the forgetting gate f, and the output gate o. Figure 3 shows a
general structure of an LSTM unit [65,66]. The input gate determines what information is
stored in the long-term memory. Through this gate, it filters out information from variables
that are not useful. The forgetting gate decides which information in long-term memory
can be deleted or retained by multiplying the incoming long-term memory by a forgetting
vector produced by the current input and the incoming short memory. The output gate
uses the current input, the newly computed long-term memory, and the previous short-
term memory to generate a new short-term memory to be passed to the cell at the next
time step. The output of the current time step can also be taken from this hidden state.
The sigmoid function is chosen as the gating mechanism for the three gates due to its ability
to produce an output ranging between zero and one. This characteristic influences the
flow of information passing through the gates. Additionally, Ref. [67] demonstrates that in
large networks, back-propagation learning utilizing antisymmetric activation functions like
the hyperbolic tangent function can achieve quicker convergence compared to a similar
process employing non-symmetric activation functions such as the sigmoid function [59].
Each part of the cell can be expressed as follows:

Figure 3. Structure of the long short-term memory (LSTM).

• Calculating the gating units:

ik = σ(Wxixk + WHi · Hk−1 + bi) (8)

fk = (Wxfxk + Whf · Hk−1 + bf) (9)

ok = (Wxoxk + Who · Hk−1 + bo) (10)

• Updating memory unit:

Ck = fkCk−1 + ik tanh (Wxcxk + Whc · Hk−1 + bc) (11)

• Calculating the output of LSTM unit:

Hk = ok tanh (Ck) (12)
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2.4. Deep Neural Networks

Feedforward neural networks are one of the most common networks and offer good
predictive performance. A single artificial neuron consists of input nodes and a single
output node, which is connected to the input nodes. The output nodes of a hidden layer
are connected to the nodes of the following layer with a weight wij [12]. The total input to
a hidden neuron i is computed using the weights and biases of each layer as follows [68]:

ij =
n

∑
i=1

xiwij + bj (13)

where ij represents the total input of the neuron of the hidden layer j, xi presents the
input of the neuron of the hidden layer i and the neuron of the hidden layer j [12], and bj
corresponds to the bias of the neuron of the hidden layer j. Several activation functions can
be used on the hidden layer. It is applied to the input and provides the output from the
hidden neuron to the following layer as follows:

Hj = F
(
ij
)
=

1
1 + exp

(
−ij
) (14)

The MLP model is a feedforward network, which indicates that all layers are connected
in a single direction, starting at the input and ending at the output. Figure 4 illustrates a
DNN architecture used to estimate the SoC for batteries [51]. The inputs are the temperature,
current, and voltage of the battery, while the output is the SoC of the battery. The DNN can
accurately and successfully estimate the SoC of a lithium-ion battery [69].

Figure 4. Flowchart of the deep learning process for estimating the state of charge of a Li-ion battery.

Matlab was used to perform this estimation. This software has toolboxes that use
neural networks to train the input data and generate an estimation model capable of
predicting the SoC of a cell. An application was developed with the main purpose of
creating a graphic interface for estimating the SoC with more accuracy. The reason for the
development of this application was that the available toolboxes did not incorporate all the
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available activation functions. Among these toolboxes, nprtool can be mentioned, which
enables to select the number of neurons to be used and to build of a single hidden layer of
the feedforward neural network with a sigmoid activation function in the hidden layer and
softmax in the output. When this toolbox was tested, it appeared that it did not perform
well because it had only one hidden layer and limited activation functions. Therefore, it
was necessary to find another one that could be able to simulate multiple hidden layers and
various activation functions. For this purpose, the nntool toolbox was useful to simulate
what was necessary; however, it was only capable of simulating three activation functions:
purelin, tansig, and logsig. The function softmax was not included. Also, it is important to
notice that the available toolboxes did not provide a visualization of the training, testing,
and validation data plots. Therefore, it was necessary to obtain the indices of data and
plot them manually with a script. To be efficient, the proposed application has integrated
buttons to perform this operation with a single click. The activation functions tested and
added in the application were: poslin, purelin, radbas, logsig, netinv, satlins, softmax,
radbasn, satlin, compet, elliotsig, hardlim, hardlims, tribas, and tansig. The proposed
multilayer network used the transfer function tansig:

tansig(x) =
2

1 + exp(−2x)
− 1 (15)

3. Dataset and Experimental Methods

In this article, the lithium-ion cell degeneration datasets utilized, including current,
voltage, temperature, and SoC values, were obtained from the NASA PCOE Research Cen-
ter, including test data for a commercial Li-ion 18650 2 Ah battery [70] for repeated charge
and discharge cycles. The battery was charged and discharged using a Constant-Current–
Constant-Voltage (CC-CV) profile. NASA has posted two high-throughput datasets con-
taining 62 cells in total on their website. A brief description of the datasets is provided here.
The first one (Randomised Battery Usage Data Set) [71] hosted by NASA includes data
from 28 Li cobalt oxide 18650 batteries having a nominal capacity of 2.2 Ah. These cells
were continuously operated. There are 7 groups of 4 batteries in each group, all cycled at a
given ambient temperature (room temperature, 40 °C). The second (Battery Data Set) [70]
comprises 34 Li-ion 18650 batteries with 2 Ah of nominal capacity. It was the first publicly
accessible dataset on batteries and made a significant impact on the field, providing in-
sight into its influence. The cells were cycled over a range of ambient temperatures 4 °C,
24 °C, and 43 °C, charged using a common CC-CV protocol and with various discharge
regimes [72]. To study the effect of operating temperature on the charge/discharge process
of a battery, Figure 5 depicts the SoC for different running temperatures at (CC). Initially,
the battery was charged with a constant-current profile until the voltage of the cell achieved
its nominal voltage, then the battery was charged with a constant-voltage profile until the
battery was completely charged. In the discharge phase, a variable-magnitude current
profile was applied to completely discharge the battery, as shown in Figure 6a,c. The effect
of temperature on the SoC during battery charge and discharge cycles was also taken into
account in the simulation [73–75]. Figure 6d illustrates the surface temperature of the
battery at room temperature. It is observed that the temperature increases throughout
the first segment of the charge and ends with a temperature of about 26 °C. In this study,
the experimentally measured SoC was compared with the SoC generated by the simulation.
To estimate the simulated and measured SoC, a neural network was tested using both types
of data. The training data consisted of 300,000 input voltage, current, and temperature
values, and corresponding output SoC values, collected over several charge and discharge
cycles. Figure 6a represents a variable current profile during the charging and discharging
process, and Figure 6e displays the SoC of the battery as a function of time. It is essential to
understand that the SoC is directly influenced by the current profile. When the current is
positive (charging), the SoC increases, indicating that the battery is charging. Conversely,
when the current is negative (discharging), the SoC decreases, indicating that the battery
is discharging. Figure 6e thus reflects the variations in SoC in response to the variations
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in current observed in Figure 6a. The models used to estimate the SoC take these current
variations into account to provide an accurate estimate of the SoC, which is crucial for
efficient energy management and extended lifespan of the battery under real-life conditions.
The simulation aimed to train the proposed model at different current profiles to evaluate
the robustness of the neural network. Since the experimental data incorporated the effect of
temperature on the SoC, the latter was also added to the simulation. To evaluate the effects
of various structural aspects of neural networks on the precision of SoC estimation, several
tests were carried out. The acquired data were divided into three parts, the first represent-
ing 70% for training and the second, with 15%, for testing. Lastly, the final part was used for
validation. Furthermore, for the purpose of comparing the SoC obtained by simulation and
the experimentally measured SoC, this article used the software Matlab/Simulink R2019a
to simulate the discharge and charge pattern for a LiCoO2 lithium-ion cell. In addition, both
types of battery, namely, the Li-ion battery LiCoO2 and the Panasonic Sanyo UR18650ZY
battery, were tested to verify that the proposed algorithms provided highly accurate and
reliable estimates, applicable not only to the different conditions described above but also
to different batteries. The main chemical specifications used are shown in Table 1. The
discharge voltage is affected by the running temperature. At higher temperatures, the
discharge voltage increases. On the other hand, as the temperature drops, the discharge
time also diminishes.

Figure 5. State of charge for different operating temperatures.
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Figure 6. Charging/discharging profiles.
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Table 1. Chemical specifications of LiFePO4, LiCoO2 and LiNiO2 batteries.

Battery LiFePO4 LiCoO2 LiNiO2

Rated capacity 2.3 Ah 2.05 Ah 3.6 Ah
Nominal voltage 3.4 V 3.3 V 3.1 V

Fully charged voltage 3.7 V 4.2 V 3.7 V
Cut-off voltage 2.4 V 2.5 V 2.3 V

Nominal discharge current 2.3 A 1.9 A 0.7 A
Capacity at nominal voltage 2.2 Ah 1.8 Ah 2.8 Ah

Initial cell temperature 20 °C 20 °C 20 °C
Operating temperature 20–65 °C 20–65 °C 20–65 °C

3.1. Effect of Aging on Various Types of Batteries

The aging manifests itself as a decrease in the nominal capacity of the battery, which
means that it cannot store as much energy as before. It is important to note that the
aging of li-ion batteries cannot be reversed, but it can be slowed by taking care of the
battery and avoiding usage patterns that can damage it [76]. This loss of capacity is due
to several factors, including the formation of deposits on the electrodes that can reduce
the efficiency of the electrochemical reaction needed to store and release energy [77,78],
and the degradation of the electrolyte, which allows lithium ions to move between the
battery’s electrodes. Over time, the electrolyte can degrade, which can reduce the efficiency
of the battery. In addition, the degradation of battery components over time can cause the
battery voltage to change, which can affect the accuracy of the battery’s SoC estimate [79].
If the state-of-charge estimate is incorrect, it can negatively impact the performance and
life of the battery. Matlab/Simulink is a useful tool to simulate the effect of aging of a
battery to increase the number of cycles, simulate various situations, save a lot of time,
and have a good understanding of the behavior of a battery during aging and under
different temperature values [80]. Figure 7 represents the aging effect of various battery
types with different chemical specifications (see Table 1) at a constant charge/discharge
current profile.

If the effect of aging is not taken into account when estimating the battery’s state of
charge, it can lead to significant errors in the measurement of the battery’s actual capacity.
It is therefore essential to take into account the effect of aging to maximize the life of the
battery and avoid overcharging or deep discharges that can damage it. This is especially
important for critical applications, such as electric vehicles, medical devices, and energy
storage systems [81]. Figure 8 illustrates the aging effect of the battery at a variable
charge/discharge current profile.

The temperature can significantly impact the performance and life of lithium-ion
batteries. In general, Li-ion cells perform best at temperatures between 20 and 25 °C.
When the temperature rises above 30 °C, the battery’s capacity can decrease, reducing its
life span. On the other hand, when the temperature is too low, below 0 °C, the capacity
of the battery can also decrease, reducing its life [82]. In addition, at low temperatures,
the electrochemical reaction process becomes slower, which can lead to uneven distribution
of lithium on the anode, resulting in the formation of lithium dendrites. These structures
can puncture the separator and cause internal short-circuits, leading to irreversible battery
degradation. Reducing the temperature increases the internal resistance of the battery,
reducing the efficiency of the electrochemical reaction and resulting in a loss of usable
capacity. This increase in internal resistance subjects the battery to additional stress during
charge and discharge cycles, accelerating the aging of the active materials and separator.
Low temperatures can cause electrolyte components to precipitate, reducing its ability to
conduct lithium ions between electrodes. Electrolyte degradation leads to a reduction in
battery capacity and an increase in internal resistance, accelerating the aging process [83].
Low-temperature thermal cycling can cause electrode materials to expand and contract,
leading to cracking and delamination. This structural damage reduces the battery’s ability
to maintain an efficient electrochemical reaction, contributing to lower capacity and shorter
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service life. When charging, a higher temperature can allow for faster charging and greater
storage capacity. However, too high a temperature can shorten the life of the battery and
increase the risk of overheating or explosion. When discharging, a higher temperature
can also improve the performance of the battery but may shorten its life. In general, it
is recommended that a stable and moderate operating temperature be maintained for
optimum performance and maximum life of the lithium-ion battery [84].

Figure 7. Effect of aging on different types of batteries of different capacities for a constant
charge/discharge current profile.
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Figure 8. Effect of aging of a LiCoO2 battery for a variable charge/discharge current profile.

3.2. Effect of Operating Temperature

The operation of an electrochemical system at elevated temperatures can have several
effects on the electrochemical reactions that take place during charging and discharging.
One of the most important consequences is that the discharge reaction can be faster at
higher temperatures. On the other hand, the speed of the charging reaction can also be
increased, which means that the battery can be charged more rapidly [85].

4. Experimental Results and Discussion
4.1. Results of the Estimation Obtained at Constant Current without Aging Effect

The training data included 110,985 samples of current, voltage, temperature, and cor-
responding SoC values obtained from several charging and discharging processes of a
Panasonic Sanyo UR18650ZY commercial battery cell (PANASONIC & SANYO, Osaka,
Japan) with a nominal voltage of 3.7 V and a nominal capacity of 2.6 Ah. The battery was
charged using a constant current and voltage (CC-CV) profile and then fully discharged
until the voltage reached 2.5 V. The manufacturer claimed a lifespan of 300 charge and
discharge cycles under specified conditions. The main chemical specifications are indicated
in Table 2.

Table 2. Chemical characteristics of the battery.

Battery Panasonic Sanyo UR18650ZY

Cathode LiNiCoAlO2
Anode Graphite

Rated capacity 2.6 Ah
Nominal voltage 3.7 V

Fully charged voltage 4.2 V
Cut-off Voltage 2.5 V

Initial cell temperature 20 °C
Operating temperature 20 °C to 65 °C

The collected data were then divided into three sets: 15% was used for testing, 15% for
validation, and the remaining 70% for training the proposed neural networks. To extract
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these data during the charging and discharging process, an experimental device was
established to collect all data. This setup consisted of a battery, a battery charger, a DC load
(discharge), a current sensor (ACS712), a voltage sensor (from DCT electronic), a temperature
sensor (LM35DZ), a breadboard, and an Arduino Uno card, as represented in Figure 9.

Figure 9. Instrumentation platform to collect electrical and thermal data for a battery experiment.

Figure 10 illustrates the precision of the proposed models in predicting the SoC.
The results indicate that the neural networks accurately estimated the battery’s SoC, with a
maximum error of under 4% and an average error of less than 2%. Table 3 presents the SoC
prediction errors for the various proposed models.

Table 3. State of charge prediction errors for the different proposed models

Model RMSE (%) MAE (%) MSE (10−3) R2

DNN 0.290 0.190 0.008 0.9999
GRU 3.379 1.047 1.140 0.9828
LSTM 3.797 1.198 1.440 0.9773

4.2. Results of the Estimation Obtained at Variable Current without Aging Effect

An accurate and efficient comparison of the experimentally measured SoC of a lithium-
ion 18650 cell from the NASA PCOE research center and the simulated SoC of a LiCoO2
battery (see reference [43]) was performed. The results indicated a perfect correspondence
between both strategies. These two strategies should be subjected to the same current
profile and tested under the same conditions. In addition, the performance of the proposed
neural network was tested with both types of data mentioned above and with the same
current profile, as shown in Figure 6a. The experimental charge and discharge cycles
were simulated using the software mentioned above, taking into account the effect of
the operating temperature applied to the SoC of a LiCoO2 cell. The collected data were
subsequently used for testing and validating the performance of the proposed DNN,
GRU, and LSTM networks. The results of the SoC prediction in two distinct scenarios
are discussed. There are several reasons why a comparative study of simulation and
experimental data is interesting for the SoC estimation using DNN, GRU, and LSTM. First,
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experimental data can provide accurate information about the actual battery behavior,
while simulation data can be used to generate larger and more diverse datasets, which
can improve the performance of machine learning models. Moreover, simulation data
serve the purpose of replicating scenarios challenging or even impossible to emulate
through experimentation, such as extreme charge and discharge conditions. Through the
comparison of results from experimental and simulated data, it is possible to validate
the efficacy of deep learning models and identify the most reliable for estimating the
SoC. This combination offers a comprehensive understanding of a battery’s potential and
constraints, facilitating the refinement of SoC estimation algorithms for enhanced accuracy
and reliability.

Figure 10. SoC estimated vs. measured SoC and estimation error on the Panasonic Sanyo UR18650ZY
battery validation dataset. The DNN network consisted of three layers and nine neurons in each layer.

In the first scenario, experimentally measured data were used to train and validate the
proposed models. Then, in the second scenario, the data obtained from the simulation were
used to validate the effectiveness of the proposed model in estimating the SoC on the one
hand, and on the other hand, to confirm the reliability of the simulation data to train and
validate the discussed models. Figures 11 and 12 demonstrate the utilization of a four-layer
DNN architecture. In that configuration, the initial three layers consisted of nine neurons each,
with the final layer containing a single neuron. The performance evaluation of the network
revealed that the predicted SoC, denoted in red, closely followed the reference SoC depicted in
blue. The DNN results indicated a mean error of under 0.5% for the experimental data and a
maximum error of less than 2.4%. Additionally, simulation data exhibited a mean error below
0.4% and a maximum error under 2.5%. The slight variance in precision observed between
the simulation and experimental tests of the DNN could be attributed to the utilization of a
new battery in the simulation, as opposed to the battery employed in the experimental setup.
The latest results demonstrated that the DNN model provided a reliable estimate of the SoC.
To evaluate the performance of that method, the MAE [86], MSE, RMSE [87], and coefficient
of determination R² were used, which were obtained by calculating predicted and real values.
They were used to assess network performance. In the following, n represents the overall
sample size, the ith real and predicted values of the target variable are denoted by Yi and Ŷi,
respectively, and Yi corresponds to the mean value of the observations. The MSE is expressed
by the following formula:
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RMSE =

√
1
n

n

∑
i=1

(
Yi − Ŷi

)2
(16)

The variation in MSE at different epochs for the training, test, and validation datasets is
illustrated in Figures 13a and 14a. The best performance of the model is represented by the
green circle. Figures 13b and 14b illustrate the error histograms from various datasets. These
two figures demonstrate that errors approached zero. These corresponded to the difference
between the DNN outputs and targets. The findings presented in Figures 13 and 14 were
generated by a four-layer DNN, the first three of which contained nine neurons while the
last consisted of one neuron. In that case, the target was the SoC calculated from simulation
and experiment, respectively.

Figure 11. The SoC predicted by the DNN compared to the real SoC and the error of estimation on the
Li-ion 18650 battery validation dataset. The DNN was composed of three layers with nine neurons in
each layer.

Figure 12. SoC estimated by the DNN compared to the simulated and error of estimation on the
Li-ion battery LiCoO2 validation dataset. The DNN was composed of three layers with nine neurons in
each layer.
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Figure 13. (a) Mean square error for training, testing, and validation datasets for different epochs.
(b) Error histogram of the difference between the target and the DNN output.

Figure 14. (a) Mean square error for the training, testing, and validation datasets for different epochs.
(b) Error histogram of the difference between the target and the DNN output.

Figures 15 and 16 show the SoC estimation results for the two types of experimental
and simulation data, respectively. Both approaches were subject to the same current profile
mentioned above. The two models were capable of estimating the SoC successfully, but the
LSTM offered a slight improvement compared to the GRU. A nonlinear transformation of
the input data was performed by two stacked hidden layers, the first of which contained
64 units and the next 32. An activation function, the hyperbolic tangent (Tanh), which
converts values varying from −1 to 1, was integrated into both layers. The purpose of this
was to ensure that the output of the neurons did not become too large, since this would
have necessitated more calculation time and memory. The 20% dropout regularization was
applied between hidden layers to prevent overfitting and enhance network generalization.
The Adam optimizer was used to minimize the loss function [88], and the learning rate
was set to 10−3. For experimental data, the GRU provided a mean error value under 2.2%
and a maximum error value under 4.6%, while for simulation data, it provided a mean
error value under 2.4% and a maximum error value under 5.4%. In contrast, the LSTM
provided a mean error value under 2.2% and a maximum error value under 5.5% for
experimentally acquired data, and a mean error value under 2.4% and a maximum error
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value under 4.4% for simulation-generated data. Table 4 displays the statistical metrics
obtained for both models using the two data sources. The DNN model performed better
than the LSTM and GRU ones in terms of RMSE, MAE, and MSE values of 0.341%, 0.463%,
and 0.21 × 10−4, for data obtained experimentally, respectively, and for data generated
by simulation, the RMSE, MAE, and MSE values were 0.107%, 0.040%, and 0.011 × 10−4,
respectively. In addition, the R2 value of DNN was higher than that of the GRU and LSTM
models, demonstrating the precision of that model for estimating the SoC. Figures 17 and 18
represent the training and validation losses of the GRU and LSTM models for simulation
and experimental data.

Figure 15. GRU and LSTM validation results for experimental data.

Figure 16. Validation results of GRU and LSTM models for simulation data.

Table 4. State of charge prediction errors for the different proposed models under two different conditions.

Model Validation Data RMSE (%) MAE (%) MSE (10−4) R2

DNN Experimental 0.463 0.341 0.210 0.9999
Simulation 0.107 0.040 0.011 0.9999

GRU Experimental 1.152 0.862 1.320 0.9976
Simulation 1.700 1.517 2.890 0.9973

LSTM Experimental 1.411 1.085 1.990 0.9989
Simulation 0.900 0.774 0.081 0.9993
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Figure 17. Training and validation loss of the (a) gated recurrent unit (GRU) model and (b) long
short-term memory (LSTM) model for experimental data.

Figure 18. Training and validation loss of the (a) gated recurrent unit (GRU) model and (b) long
short-term memory (LSTM) model for simulation data.

The convergence of the networks demonstrated the performance of the proposed
models in learning the SoC estimation problem. Figures 19 and 20 show the offset between
the reference SoC of each of the two types of data (experimental and simulation) and
the predicted SoC. Although all three models were successful in estimating the SoC in
both charge and discharge phases, the DNN model had a significant advantage over
the GRU and LSTM models with a maximum error of 2.5% compared to 4.6% for the
GRU and 5.5% for the LSTM. The difference in error between GRU and LSTM models
came from the difference in the total number of parameters in the two models, which
was 22,689 in the GRU versus 29,857 parameters in the LSTM model. The superiority
of the DNN over the GRU and LSTM models in state-of-charge (SoC) estimation hinges
on various factors, such as the nature of the problem at hand, the volume and quality of
the training data, the model’s complexity, and the optimization algorithm employed. A
DNN exhibits enhanced capability in capturing intricate correlations between inputs and
outputs, but it also has a higher risk of overfitting. Table 5 summarizes the advantages and
disadvantages of the three prediction models for reliable battery SoC estimation. To examine
the model performance under different conditions, a current profile that simulated real-
life situations, like instantaneous braking and acceleration of electric vehicles, was used.
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This current profile, illustrated in Figure 21, represents rapid and sudden variations in
battery operating conditions, which are relevant external factors but were not included
in the initial training dataset. The performance of various SoC methods is summarized
in Table 6. The results presented in Figure 22 demonstrated the robustness of the model
in the face of a variety of scenarios. The maximum estimation error was less than 0.8%,
the mean error was less than 0.3%, and the coefficient of determination was 99.99%. These
exceptional performance values attest to the ability of the model to adapt effectively to
rapid temperature fluctuations and unexpected load conditions, reinforcing its robustness
and reliability in realistic situations. The parameters used to obtain the experimental results
are shown in Table 7.

Figure 19. Estimation error for experimental data.

Figure 20. Estimation error for simulation data.

Figure 21. Current profile.
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Figure 22. Deep neural network estimated SoC vs. reference SoC and estimation error on the
validation dataset.

Table 5. The advantages and disadvantages of the three neural networks for reliable battery SoC estimation.

Model Advantages Disadvantages

DNN

- Ability to model complex relationships between inputs
(voltage, current, temperature) and outputs. This is useful
for capturing nonlinear battery behavior.
- Efficient training on big data, an advantage when datasets
are large, used to improve the accuracy of SoC estimation.
- Data adaptability: the DNN can adapt to different types
of data. Lithium-ion batteries vary considerably in terms of
manufacturer specifications, operating temperature,
charge/discharge cycles, and various conditions of use.

- Massive data requirements: DNN often requires a large
quantity of data to generalize correctly, which can be a
drawback if the available data are limited.
- Data sensitivity: DNN can be sensitive to the data
provided, which means that the quality and
representativeness of the data used for training are crucial.
- Sensitivity to hyperparameters: DNN has many
hyperparameters (number of layers, number of neurons for
each layer, learning rate, activation function, number of
epochs, optimization algorithms like Adam, RMSProp and
SGD, regularization to avoid overfitting, etc.).

GRU

- Modeling sequences: the GRU is designed to treat
sequential data efficiently, making them suitable for SoC
estimation, because they can take into account variations in
voltage, current, and temperature over a given period.
- Less complex than LSTM: the GRU has a simpler
structure than LSTM, which can facilitate learning and
reduce the risk of overfitting on small datasets.

- Limitation of short-term memory: although GRU has
short-term memory, it may have difficulty capturing
long-term dependencies in sequential data.

LSTM

- Capturing long-term dependencies: the LSTM network is
designed to capture long-term dependencies in sequences,
where the behavior of charging and discharging can be
influenced by complex factors over long periods; this
capability is crucial.
- The LSTM network is better equipped to avoid the
problem of gradient disappearance over long sequences,
which is common in temporal data.

- Complexity of training: an LSTM network is more
complex than a GRU, which can make learning more
difficult and require more computing resources.
- Risk of overfitting: as a LSTM network has more
parameters due to its complexity, the risk of overfitting is
higher, especially with limited datasets.
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Table 6. Performance of different SoC methods.

Method Error Error Calculation
Methods SOC Profile References

RF 2.63% MAE Discharge [54]
EKF 1.31% MAE Discharge [46]
DOB 0.72% MAE Discharge [46]
SVR 5.19% MAE Discharge [54]

SimpleRNN 1.30% MAE Discharge [54]
GRU-RNN 2.53% MAE Discharge [63]

RNN 2.50% MAE Discharge [63]
DAE-GRU 1.59% MAE Discharge [63]

DNN proposed 0.19% MAE Discharge -
GRU proposed 1.04% MAE Discharge -
LSTM proposed 1.19% MAE Discharge -

AUTOENCOD-LSTM 0.93% MAE Discharge [89]
LSTM-AHIF 1.18% MAE Discharge [90]

LSTM 2.36% MAE Discharge [90]
TBCC-AEKF 2.51% MAE Discharge [91]
TBCC-APF 1.36% MAE Discharge [91]

APF 4.62% MAE Discharge [91]
ACKF-QR-H∞ 2.42% MAE Discharge [92]

AEKF 7.26% MAE Discharge [91]
UKF 1.05% MAE Discharge [38]

AEKF 5.80% MAE Charge/discharge [93]
SVM 16.10% MAE Charge/discharge [93]

LSTM-TL 3.80% MAE Charge/discharge [93]
DNN proposed 0.34% MAE Charge/discharge -
GRU proposed 0.86% MAE Charge/discharge -
LSTM proposed 1.08% MAE Charge/discharge -

ANN 3.80% MAE Charge/discharge [94]

Table 7. Description of parameters for gated recurrent unit (GRU) and long short-term mem-
ory (LSTM) models.

Parameter GRU LSTM

Number of layers 2 2

Layer size 64, 32 64, 32

Dropout 0.2 0.2

Batch size 64 64

Epochs 300 300

Learning rate 0.001 0.001

Optimizer Adam Adam

Loss function MSE MSE

Number of parameters 22,689 29,857

Reason for difference GRU has two gates (reset and update). LSTM has a more complex structure
with forget, input, and output gates.

4.3. Results of the Estimation Obtained for Constant Current and Variable Current with
Aging Effect

Figures 23–25 demonstrate that the effect of battery aging could affect the quality of
the electrical and thermal data provided to the GRU, LSTM, and DNN neural networks,
which might result in a decrease in their performance. The effect of battery aging can cause
a decrease in the capacity of the battery, therefore reducing its life. This may impact the
performance of neural networks, as these models are very sensitive to voltage and current
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variations, which may introduce computational errors. A decrease in performance can
result, as the models can no longer produce accurate predictions or satisfactory results.
In addition, the effect of aging can also affect the stability of electronic components, which
can lead to failures and computational errors. Neural networks need a stable and reliable
power supply to function properly, and the effect of aging can reduce this stability, resulting
in decreased performance.

Figure 23. Estimation of the SoC obtained at constant current with the aging effect.

Figure 24. Cont.
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Figure 24. Estimation of the SoC obtained at variable current using the DNN model with the
aging effect.

Figure 25. Estimation of the SoC obtained at variable current using the GRU and LSTM models with
the aging effect.

The DNN model excels due to its ability to capture complex nonlinear relationships
between input variables (current, voltage, temperature, aging effect) and output (SoC).
The depth of the DNN enables it to extract relevant features at multiple levels of abstraction,
improving the accuracy of SoC predictions. The DNN was trained with a diverse dataset
covering different aging and temperature conditions, enabling the model to generalize
efficiently. To avoid overlearning and improve model robustness, regularization techniques
such as dropout were also used. The GRU is designed to model temporal sequences by
capturing long-term dependencies in the data. The GRU is particularly effective for estimat-
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ing the SoC because it can retain relevant information on previous charge and discharge
cycles, which is crucial for predicting the actual state of the battery. The LSTM model is
particularly suited for sequential prediction tasks due to its ability to store information over
long periods and forget irrelevant information. This allows the LSTM model to effectively
capture dynamic effects and complex interactions in battery cycles. The models were tested
under different aging and temperature conditions to simulate real-life battery use scenarios.
The results indicated that the DNN and LSTM model were particularly robust in the face of
these variations, thanks to their ability to model complex relationships and store relevant
information over long periods. The DNN achieved the best accuracy, with a maximum
error of less than 2.5%. This can be attributed to the capacity of the DNN to capture complex
features and its flexibility in terms of network structure. The GRU, although slightly less
accurate than the DNN, offered a good compromise between performance and computation
time, thanks to its simplified structure and its ability to capture temporal dependencies.
The LSTM model, while offering robust performance due to its ability to handle long-term
dependencies, was slightly slower to train than the GRU due to its increased complexity.

5. Conclusions

The accurate estimation of the SoC using deep learning algorithms is essential for a
BMS to protect electric vehicle batteries against deep discharge and overcharging. In this
paper, experimental data obtained using a reliable database were collected on a Panasonic
UR18650ZY Li-ion battery, and simulation data using Matlab/Simulink software were used
to test different profiles to ensure the reliability of the proposed models. A deep neural
network (DNN), long short-term memory (LSTM) model, and gated recurrent unit (GRU)
were used to estimate the SoC using both types of data to train, test, and validate each of
the above models. A good correspondence in results was observed when comparing the
estimated SoC with the real SoC, demonstrating the effectiveness of the suggested networks
for learning the problem of estimating the SoC. Neural networks have proven their reliabil-
ity, but the present DNN algorithm offered a robust and precise prediction for the battery
sets used, with a mean error value under 0.5% and a maximum error value under 2.5%.
Incorporating the effects of temperature and aging proved crucial to improving estimation
accuracy, highlighting the importance of these factors often overlooked in previous studies.
The future prospects of this research are promising. The results obtained can contribute to
improving battery management systems in electric vehicles, thus increasing their efficiency
and lifespan. In addition, this study paves the way for future research aimed at developing
even more sophisticated neural network models, capable of handling varied and extreme
conditions. Finally, although this study focused on lithium-ion batteries, the techniques
developed can be adapted to other battery types, thus broadening the scope of this research.

The dynamics of batteries will be influenced by aging after a period of frequent use.
In terms of perspectives, future research could consider the effect of battery aging to
estimate the remaining useful life (RUL) and state of health (SoH) of different commercial
battery cells. The software Matlab/Simulink will enable us to consider the effect of battery
aging to improve the performance of SoH estimation methods. This work will concentrate
on battery SoH estimation for electric vehicles based on deep learning algorithms (DNN),
with the aim of developing a smarter combined method that incorporates the different
models to create an even more accurate and efficient estimation model. This study will be
followed by the realization and design of a BMS prototype in which the proposed methods
will be executed and tested on a real electric vehicle and presented in a future research
paper. However, it is important to note that high temperatures can also have negative
effects on the performance and life of the battery. For example, it can lead to increased
electrode and electrolyte wear, as well as increased corrosion and decomposition of battery
materials. Therefore, it is important to consider the effects of high temperatures on overall
battery performance and take steps in the future to minimize these negative effects, such as
cooling the battery and reducing battery use at high temperatures.
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Abbreviations

EV Electric vehicle
RNN Recurrent neural network
LSTM Long short-term memory
MLP Multilayer perceptron
GRU Gated recurrent unit
RBF Radial basis function
SoC State of charge
UKF Unscented Kalman filter
CC-CV Constant current–Constant voltage
FFNN Feedforward neural network
EKF Extended Kalman filter
AGSMO Adaptive Gain Sliding Mode Observer
APF Adaptive particle filtering
NARX Nonlinear autoregressive architecture with exogenous inputs
RMSE Root-mean-square error
RFR Random Forest Regressor
TBCC Temperature-Based Coulomb Counting
DOB Disturbance observer
PF Particle filter
MAE Mean absolute error
RLS Recursive least square
H∞ H-infinity
AEKF Adaptive extended Kalman filter
SMO Sliding Mode Observer
DNN Deep neural networks
DTR Decision Tree Regressor
ACKF Adaptive curvature Kalman filter

Nomenclature

Q(t) Electric vehicle
Qn Nominal capacity
xi Input from neuron of hidden layer i and neuron of hidden layer j
wij Weight from neuron of hidden layer i to neuron of hidden layer j
R2 Coefficient of determination
Cn Nominal battery capacitor
i(t) Battery’s current at time t
g Activation function
bj Bias of the hidden layer neuron j
wh Weight matrix between a hidden layer and an input layer
by Hidden bias
yk RNN cell output at step k
Hk Current hidden state

https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository
https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository
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Hk−1 Previous state
bh Bias of the recurrent neuron
xk GRU gate input at step k
zk Update gate
rk Reset gate
Ĥk Candidate state
Ck Hidden cell memory
fk Forget gate
ok Output gate
Ik Current value of input vector
Vk Voltage value of input vector
Tk Temperature value of input vector
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