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ABSTRACT Parkinson’s disease is a progressive neurological condition that affects motor abilities.
Common symptoms include tremors, muscle stiffness, and difficulty with coordinated movements. A variety
of efforts are underway to address these issues and improve diagnostic precision in Parkinson’s disease.
This paper employs well-known machine-learning techniques to improve diagnostic accuracy. A variety of
individual and ensemble AI models have been proposed, including Random Forest, Decision Tree, Logistic
Regression, Gradient Boosting, Support Vector Machine, Stacking, and Bagging Ensemble classifiers. Three
scenarios are applied to two standard benchmark datasets. The best performance is achieved when the
Stacking Ensemble classifier is utilized, where the Support Vector Machine and Gradient Boosting are
engaged for extracting features and Logistic Regression for classifying Parkinson’s disease. The Stacking
Ensemble classifier reaches 94.87% accuracy and 90.00% AUC for the first dataset, while for the second
dataset, 96.18% accuracy and 96.27% AUC are recorded. The final results demonstrate the importance of
the suggested framework, which can help to improve the overall diagnosis outcomes.

INDEX TERMS Parkinson’s disease, diagnosis, machine learning, classification.

I. INTRODUCTION
Parkinson’s disease (PD) impacts approximately 2-3% of
individuals below the age of 65, ranking as the second
most prevalent neurodegenerative disorder characterized by
progressive deterioration [1]. Because of the disease’s spread,
this degeneration starts in the dorsal striatum and moves
toward the ventral area [2]. The striatum, comprised of the
putamen and caudate nucleus, regulates a spectrum of motor
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and cognitive functions. In PD, elevated levels of reactive
oxygen species generated during dopaminemetabolism result
in increased iron content, potentially damaging cellular
components and impeding neuronal function [3]. As of
now, no definitive cure for PD exists, with available
interventions limited to surgical procedures and medication,
albeit accompanied by side effects impacting individuals’
daily lives [4]. The depletion of dopaminergic neurons,
central to PD pathology, triggers a myriad of motor and non-
motor symptoms [5]. Tremors, stiffness, slow movement,
and difficulty walking are examples of motor symptoms;
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accidents, depression, psychosis, genitourinary problems,
constipation, and sleep disorders are examples of non-motor
symptoms. PD significantly disrupts routine movements
and automatic actions, affecting unconscious gestures like
smiling or blinking [6]. These symptoms, which appear after
60% of dopaminergic neurons are damaged, are correlated
with aging factors [7] and lead to a lower quality of life
overall. Clinical diagnosis categorizes PD into five stages,
with stages 1 and 2 representing milder forms that allow
patients to maintain daily functionality. However, those in
stages 4 and 5, unable tomove independently, necessitate care
from others. The early diagnosis of PD relies on the Hoehn
and Yahr scale or the Unified PD Rating Scale (UPDRS)
[8]. Yet, challenges persist, as patients self-assess on these
scales, introducing inconsistencies and subjectivity. Efforts
are ongoing to address these issues and enhance diagnostic
precision in the realm of Parkinson’s disease.

According to data provided by theWorld Health Organiza-
tion (WHO), PD has impacted around 10 million individuals
globally [9]. The likelihood of developing PD increases with
age, posing a significant concern as it affects 1% of the
overall older population. Regrettably, a considerable number
of patients do not receive timely diagnosis during the initial
stages of the disease, resulting in the development of a
persistent neurological condition that is incurable in later
phases, often leading to fatalities [10]. About 6.2 million
people worldwide were impacted by PD in 2015 alone,
which resulted in 117,400 fatalities [11]. Detecting PD poses
challenges, as few of its symptoms resemble those observed
in cool temperature, such as voice tremors and unsteady
movements. Consequently, there is a pressing demand
to introduce a method competent of extricating essential
features crucial for PD detection [12]. Compounding the
challenge is the expense and limited accuracy of current
diagnostic tests for the disease. These disconcerting realities
underscore the immediate requirement for a cost-effective,
effective and precise early-stage diagnostic technique for
PD [13]. Such amethod would enable timely intervention and
potential curative measures before the disease progresses to
an incurable state, aligning with ethical considerations and
professional standards in healthcare [14].
Currently, a definitive method for diagnosing PD remains

elusive. Identifying the disease in its early phases holds
the potential for effective eradication through appropriate
medication [15]. In clinical practice, physicians rely on
a mix of signs and tests for diagnosis to ascertain the
presence of PD [16]. Researchers have actively explored
various biomarkers as potential indicators for early PD
detection, aiming to impede the progression of the disease.
While existing therapies can ameliorate PD symptoms, they
do not possess the capacity to halt or slow down the
disease’s advancement. Studies indicate that PD may initiate
prior to the onset of motor symptoms, with approximately
90% of PD patients experiencing voice disorders [17].
Consequently, there is a concerted effort to discover more

effective means of identifying non-motor symptoms that
manifest earlier, offering the prospect of delaying disease
progression. However, relying solely on qualitative criteria
for PD diagnosis presents challenges, given the potential
for other diseases to exhibit similar symptoms. In this
context, the consideration of execution time and algorithm
complexity becomes crucial, particularly in the realm of
medical applications and image analysis [18], [19], [20], [21].

The landscape of medical image analysis has undergone
a transformative shift with the advent of Artificial Intelli-
gence (AI), Machine Learning (ML), and Deep Learning
(DL) methods [22]. The application of DL extends to
a diverse array of activities, including shape modeling,
lesion detection, illness categorization, segmentation, and
registration [23]. DL approaches, distinguished by their
remarkable generalization capacity, are particularly adept
at extracting high-level features that enhance accuracy in
disease classification. The evolution of Convolutional Neural
Networks (CNNs) stands out as a pivotal development
propelling the field of medical image analysis forward. CNNs
have demonstrated significant efficacy in various medical
imaging applications, contributing to notable advancements
in the discipline [16], [24]. This progression aligns with
ethical considerations and professional standards, as it strives
to enhance the accuracy and reliability of medical image
analysis, ultimately benefiting patient care and diagnosis.

The dataset related to PD exhibits imbalances within
its classes, presenting challenges that can be effectively
mitigated through various sampling methods. These methods
encompass random oversampling, undersampling, and the
application of Synthetic Minority Over-sampling Technique
(SMOTE), as well as the utilization of ensemble models [25].
The imbalance in class distribution poses a significant hurdle
in enabling the model to efficiently learn the decision
boundary, particularly when cases of the minority class are
insufficient. Addressing this concern involves exploring over-
sampling, a method where instances of the minority class are
duplicated in the training data before model fitting.While this
can balance the distribution of classes, it doesn’t introduce
new information to the model, raising considerations about
the richness of the dataset [26]. Conversely, undersampling
aims to balance the intersections between members of the
minority class and the majority class by reducing the dataset
size. However, this process may result in the loss of some
information, potentially posing challenges for DL models in
their subsequent training [27].

Typically, PD detection relies on the analysis of speech
signals, speech data, or other input modalities. However,
existing approaches for detecting and classifying PD using
various input data have shown suboptimal performance.
Clinical techniques for PD detection predominantly involve
labor-intensive, laboratory-based measurements, and com-
puterized methods. Consequently, there exists a pressing
need to develop an improved PD detection approaches that
enhances classification performance.
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Traditionally, the detection of PD involves a compre-
hensive examination of the neurological background of the
patient and a study of their motions in various contexts.
Diagnosing PD poses inherent challenges, particularly when
it’s first developing and its engine signs are mild, as there
lacks a reliable laboratory test. Patients are routinely required
to visit clinics for ongoing assessments to monitor the
progression of the disease over time. Recognizing the distinct
vocal features present in PD patients, voice recordings
emerge as a non-invasive and effective diagnostic tool.
Our proposed method exhibits a high level of accuracy in
detecting PD while maintaining cost-effectiveness. Notably,
it excels in providing early detection, a critical factor
in significantly enhancing an individual’s quality of life.
In contrast to other approaches heavily reliant on ML models
analyzing inputs from sensor devices, our approach surpasses
them. This not only enhances accuracy but also ensures
efficiency and cost-effectiveness in comparison to prevailing
algorithms. The significant contributions of this study are
outlined as follows:
1) A novel Stacking Ensemble-based approach combines

Support Vector Machine, Gradient Boosting, and Logis-
tic Regression to automatically distinguish between
healthy individuals and those with PD. Support Vector
Machine and Gradient Boosting are employed for
feature extraction, while Logistic Regression is utilized
for classification.

2) A comprehensive diagnosis has been conducted to
effectively and reliably classify Parkinson’s disease
based on three scenarios: Individual AI model, Bag-
ging Ensemble model, and Stacking Ensemble model
classifications.

3) Five individual AI models and the Bagging Ensemble
are used for a performance comparison study with the
proposed Stacking Ensemble model.

4) The bootstrapping technique is employed to check
deeply the achieved results of the proposed AI models.

5) The SMOTE approach is employed for augmentation
processing to address over-fitting and create a balanced
dataset for the training set.

The remaining sections of this manuscript are system-
atically organized as follows: Section II outlines notable
existing works related to the subject. Section III provides the
proposed methodology. Section IV engages in discussions on
the experimental results and comparisonswith othermethods.
Section V concludes this work with future research direction.

II. RELATED WORK
Numerous researchers have investigated the application
of DL methods for the detection and diagnosis of PD,
as documented in the works of various authors [28], [29],
[30]. Diagnosis methods encompass the analysis of diverse
data modalities, including voice recordings, brain scan
images, and drawings such as meander patterns, spirals,
waves, among others [31]. The utilization of DL has become
prevalent in the medical imaging field due to its notable

accuracy in early-stage PD detection, establishing it as a
common tool for predicting PD.

Nilashi et al. [8] introduced a remote tracking system
employing a clustering method to predict PD based on
voice data. The study utilized the UCI dataset comprising
5875 instances to assess the model’s performance. The
presented methodology advocated the successful use of
clustering, employing Self-OrganizingMaps (SOM) to group
information determined by similarity. These agglomeration,
generated by SOM, were then utilized by artificial neural
networks (ANNs) for classification. Subsequently, the similar
clusters underwent learning in the next phase, involving a
deep neural network (DNN). To evaluate themodel’s efficacy,
the researchers employed the root mean square error score,
achieving a commendable score of 0.537 on the test data.

Das [32] conducted a comprehensive analysis comparing
various approaches to PD diagnosis. The study aimed
to proficiently distinguish healthy individuals through the
implementation of four classification patterns, namely Neural
Networks (NNs), Regression, DMneural, and Decision Tree
(DT). Rigorous comparative research methodologies were
employed, encompassing diverse assessment approaches to
gauge the performance of these patterns. The findings of
the study underscored the superior classification outcomes
of NNs compared to Regression, DMneural, and Decision
Tree, exhibiting an impressive 92.9% accuracy. Furthermore,
the study compared these outcomes with the results obtained
from Kernel Support Vector Machine (KSVM), revealing
encouraging findings.

Rastegar et al. [33] introduced a method designed for PD
detection utilizing RF applied to cytokine data. Cytokine
molecular data serves as a valuable source of information
pertaining to clinical phenotypes, playing a crucial role in
immune system signaling. The authors employed RF for
classifying a dataset consisting of records from 360 indi-
viduals, sourced from the Michael J Fox Foundation. The
tree-like formation inherent to the RF facilitated the detection
of PD, leveraging entropy and information derived from
the provided information. The system performance was
rigorously evaluated, employing the root mean square error
(RMSE) metric, resulting in values of 0.1123 for the Hoehn
and Yahr scale and 0.1193 for the Unified PD Rating Scale
part three (UPDRS III).

Zhao et al. [34] employed a DL method, integrating
CNN and Long Short-Term Memory (LSTM) approaches,
to analyze gait data for the identification of PD. The
gait signals were meticulously modified to ensure accurate
transmission to the CNN network. This study included a
thorough comparison of the presented systemwith alternative
models and prior research, revealing outstanding outcomes
in terms of accuracy and other pertinent measures. In a
parallel development, vocal analysis methods have garnered
substantial attention from researchers interested in construct-
ing predictive telediagnosis and telemonitoring networks
for detecting PD. The researchers leveraged abundant
voice signal data sources, collected during conversational
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activities with both healthy peoples and those diagnosed
with PD.

Rehman et al. [4] meticulously gathered data from a
cohort of 31 male and female patients, encompassing a total
of 195 voice recordings. The study addresses the concern
of imbalanced dataset through the implementation of three
sampling approaches to enhance model performance and
mitigate overfitting. Experimental outcomes showcase that,
with a balanced dataset using random oversampling, the
proposed approach achieves impeccable results with 100%
accuracy. Additionally, employing the SMOTE yields a
model with 91% F1 score.

Sharma et al. [35] proposed an approach for detecting
PD on the Unified PD Scale through the utilization of
voice data. The method introduced employs a SVM for the
detection of PD on this scale. The dataset for this model
encompasses 197 instances collected from the UCI inventory.
Prior to the regression analysis, the researchers conducted
meticulous preprocessing steps, including the application of
basic statistical measures to assess the data’s mean, median,
and null values, aiming to address potential skewness issues.
These measures were essential for refining the data quality,
since skewness or the existence of null values can signifi-
cantly impact the generalization of the model. Recognizing
the paramount importance of data cleanliness in influencing
learning model performance, the researchers systematically
removed null data by imputing the mean and improved data
skewness through standardized approaches. The resultant
preprocessed data underwent regression analysis using a
SVM. The model yielded a notable achievement with a
0.24 RMSE.

Chen et al. [36] introduced a DL model designed for
the prediction of PD utilizing patient voice data. Within
the proposed model, the careful consideration of factors
such as both the quantity of neurons and the choice of
activation functions proves pivotal in ensuring the accurate
classification of data. Remarkably, this meticulous attention
to architectural details results in an impressive R2 score
of approximately 96% on the training data, showcasing the
model’s efficacy in capturing and representing the underlying
patterns in the voice data associated with PD.

Mahmood et al. [37] proposed a DL based model designed
to detect PD. This model demonstrates an impressive level
of accuracy, detecting PD with an error of only 0.10 RMSE,
surpassing the performance of existing models. Notably, the
proposed model excels in extracting essential voice features,
facilitating the detection of PD in its early phases.

Little et al. [38] proposed a classification method for
distinguishing individuals with PD from control subjects
based on dysphonia. They collected data from 31 people,
including 23 with PD and 8 healthy persons, yielding
195 sustained vowel-phonations. They used pitch period
entropy as a valid dysphonia indicator. The methodology
encompassed three key steps: Preprocessing, feature selec-
tion, feature calculation, and linear kernel classification.
Authors exhibited a commendable accuracy level of 91.4%.

In a related effort, Quan et al. [39] utilized DL-based
methods for PD identification, conducting a comparison
with and without optimization methods. Their utilization
of k-fold cross-validation contributed to enhanced accuracy
levels. Yasar et al. [40] employed ANN for PD detection,
employing a dataset sourced from the UCI repository. The
work incorporated one output for categorization out of
45 input properties. The presented model demonstrated a
remarkable accuracy of 94.93% in effectively identifying PD
patients from healthy participants.

Li et al. [41] developed a hybrid CNN-LSTM model
to predict PD from voice signals. The utilization of CNN
facilitated the extraction of crucial data and LSTM was
instrumental in making predictions. The presented hybrid
methodology demonstrated superior performance compared
to single-model approaches. In a related study, Ma et al. [42]
aimed to detect PD utilizing DL techniques, using the PD
dataset for feature extraction and dataset balance. This study
achieved an impressive accuracy of 97% in identifying PD.

Within the existing literature, numerous models and
frameworks grounded in ML and DL approaches have been
developed to detect PD through the analysis of patients
voice, gait, and handwriting. These three modalities hold
particular significance in PD detection, given the observable
alterations in voice, gait movement, and handwriting that
accompany the onset of the disease. Such changes can
manifest across the entire body, affecting both physical and
mental health. In the literature, the detection of PD through
voice signals has been a primary focus due to the availability
of benchmark datasets and the attainment of the highest
accuracy. However, even the study with the lowest RMSE
fails to address the multivariate characteristics of the database
and lacks factor regarding the significance of features
crucial for effective disease detection. The performance of
existing single models suggests their limitations in achieving
accurate results compared to group DL models together for
illness detection. Additionally, the reported outcomes for PD
detection exhibit a level of efficacy that warrants further
research. In response to these considerations, we propose
a novel DL-based hybrid model integrated with sampling
methods. This approach aims to address imbalances in dataset
classes, enhance generalization performance, and overall
enhance the accuracy of PD detection.

III. PROPOSED METHODOLOGY
PD is a neurological condition that develops over time and is
most often known for its effects on motor abilities. Through
non-invasive speech analysis, this study aims to build a
dependable tool for early identification of Parkinson’s disease
by applying cutting-edge AI models. However, a few steps
must be fulfilled before training and testing any model,
including data preprocessing, splitting, and augmenting,
as shown in Figure 1. To classify the collected data into
healthy and PD, a number of individual and ensemble AI
models have been suggested, including Random Forest (RF),
Decision Tree (DT), Logistic Regression (LR), Gradient
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FIGURE 1. The proposed AI models for recognizing Parkinson’s disease from healthy ones using data-only datasets.

Boosting (GB), SVM, Stacking, and Bagging Ensemble
classifiers.

A. DATA ACQUISITION
In this work, two dataset are used [38], where identifying
dysphonia was applied to differentiate between healthy
individuals and those suffering from PD. The first dataset
holds biological speech measures that were collected from
31 individuals, some of which had PD [38]. Such a dataset
holds 195 voice recordings made by these people, and each
column represents a specific voice measure. Moreover, the
‘‘status’’ column has two values: 0 to represent healthy
and 1 to denote PD. On the other hand, the second
dataset obtained from the Department of Neurology at
the CerrahpaéŸa Faculty of Medicine, Istanbul University,
consisted of 188 PD patients, aged 33 to 87 (81 women and
10 men) [43]. Additionally, 64 healthy people were included
in the dataset (41 women and 23 men), aged 41 to 82. The
data was collected using a microphone set to 44.1 KHz and
resulted in 756 rows and 754 columns of features.

B. DATA PREPARATION AND PROCESSING
The first step, known as preprocessing, is crucial in readying
the collected data for classification as healthy or having
PD. The collected datasets are typically in a data format
that includes specific columns for labeling each row and
are read using NumPy’s Data Frame for processing. During
this process, null values are replaced with zeros, and any
duplicated rows are eliminated. In this context, redundant
extracted features with more than 30% missing data are
eliminated [44]. To address multicollinearity, Spearman
correlations between features in pairs are calculated [44],
[45]. If the absolute correlation coefficient exceeds 0.8, one

of the features is removed. Finally, missing data in the
remaining features is imputed using the median values of the
corresponding features. Generally, such techniques allow us
to include valuable features in our study.

C. DATA SPLITTING
Typically, datasets are divided into two groups (training and
testing sets) or three groups (training, validation, testing sets),
to train and validate the performance of an AI model. In this
study, the used datasets are divided into 80% training and
20% testing sets for binary classification purposes, as shown
in Table 1.

TABLE 1. Data description for training (80%) and testing (20%).

D. DATA AUGMENTATION
Data augmentation is a method used to increase the size
of a dataset by creating a balanced dataset, with the
goal of improving overall classification accuracy. However,
as mentioned above section, the suggested datasets often have
an unbalanced distribution of healthy and PD cases. This
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TABLE 2. Experimental evaluation study (%) for the chosen individual AI classifiers using Dataset 1.

FIGURE 2. The confusion matrices of the individual AI models using Dataset 1.

is why the SMOTE is used to synthesize new data from
the existing ones [46]. However, only the SMOTE method
is applied to the training set after splitting to avoid any
overlapping bias.

E. THE PROPOSED DEEP LEARNING MODELS
In this study, individual and ensemble models are used to
classify the PD based on data features only. The individual
models are RF, DT, LR, GB, and SVM. The random state is
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TABLE 3. Experimental evaluation study (%) for the chosen individual AI classifiers using Dataset 2.

FIGURE 3. The confusion matrices of the individual AI models using Dataset 2.

set 0 for all individual models to produce the same results
every time we train and test the proposed AI models. On the
other hand, the bagging and stacking ensemble are built using
these individual models.

1) AI-BASED INDIVIDUAL RANDOM FOREST MODEL
A random forest is a type of machine learning model that uses
multiple decision trees to increase prediction accuracy and
avoid over-fitting [47]. This is done by training each decision
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TABLE 4. Experimental evaluation study (%) for the chosen individual AI classifiers when the bootstrapping technique is applied on Dataset 2.

TABLE 5. Experimental evaluation study (%) for the chosen individual AI as initial classifiers for the bagging ensemble using Dataset 1.

tree on a different subset of the dataset, and then averaging
the results.

2) AI-BASED INDIVIDUAL DECISION TREE MODEL
Decision Trees (DTs) are a type of machine learning
algorithm used for both classification and regression

tasks [47]. The technique is non-parametric, meaning it
does not rely on any assumptions about the underlying
distribution of the data. Instead, the algorithm builds a
model by recursively partitioning the data into smaller
and smaller subsets based on the values of different input
features. Each partition corresponds to a basic decision rule,
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FIGURE 4. The confusion matrices of the Bagging Ensemble models using Dataset 1.

TABLE 6. Experimental evaluation study (%) for the chosen individual AI as initial classifiers for the bagging ensemble using Dataset 2.

which is used to predict the value of a target variable.
In essence, a decision tree is a piecewise constant approx-
imation of the target variable based on the available input
features.

3) AI-BASED INDIVIDUAL LOGISTIC REGRESSION MODEL
Logistic regression is another ML algorithm used for
classification tasks [47]. Its goal is to predict the probability
that an instance belongs to a specific class or not. Logistic

regression analyzes the relationship between two data factors.
Logistic regression yields a probability score between 0 and
1 based on the values of the predictor variables, indicating the
likelihood of the positive or negative class.

4) AI-BASED INDIVIDUAL GRADIENT BOOSTING MODEL
Gradient boosting is a widely used technique in machine
learning for solving regression and classification prob-
lems [47]. It involves an ensemble learning method where the
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FIGURE 5. The confusion matrices of the Bagging Ensemble models using Dataset 2.

model is trained incrementally, with each newmodel trying to
improve on the previous one. This approach can improve the
accuracy of models that are not performing well. AdaBoost
and Gradient Boosting are two of the most commonly used
boosting algorithms.

5) AI-BASED INDIVIDUAL SVM MODEL
Support Vector Machines (SVMs) are powerful machine
learning algorithms that can be used for tasks such as
regression, classification (including text and image classifica-
tion, handwriting recognition, spam detection, face detection,
and anomaly detection), and outlier identification [47].
SVMs are versatile and effective since they can handle
high-dimensional data and nonlinear connections. They work
by identifying the largest possible separation hyperplane
between the many classes present in the target feature.

6) AI-BASED STACKING ENSEMBLE MODEL
The stacking classifier is a technique in which individual
models are combined to create a complete model for
classification. In stacked generalization, each model’s output
is stacked, and a classifier is used to make the final

prediction [47]. This allows each model to contribute its
unique strengths to the final prediction. In this study, each
AI individual model is used as the first layer of the proposed
stacking classifier for feature extraction. The SVM classifier
is used as the second layer for feature extraction, and Logistic
Regression is used for the final classification prediction.

7) AI-BASED BAGGING ENSEMBLE MODEL
The bagging classifier is an ensemble meta-estimator that can
independently fits basic classifiers on random subsets of the
original dataset, then combines their individual predictions
to make a final prediction through voting or averaging [47].
This model requires an initial classifier, so the suggested
individual AI models are involved with the goal of reaching
the best performance.

F. EXPERIMENTAL SETUP
In this work, the selected datasets are exploited to estimate
the efficacy and accuracy of the proposed approach for the
detection of PD. The training and testing of the classifiers
were conducted using a 80:20 split ratio of labeled data.
The hyperparameters for the training phase, including the
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TABLE 7. Experimental evaluation study (%) for the chosen individual AI as initial classifiers for the bagging ensemble when the bootstrapping technique
is applied on Dataset 2.

learning rate, epoch, and minibatch size, were initialized
as 0.0001, 100, and 64, respectively. The simulations were
performed on Ububtu using 11th Generation Intel(R) Core
i7-11700 having CPU 2.50 GHz × 16 processor with 64 GB
RAM and the network is trained using an NVIDIA GeForce
RTX 4080 GPU in Python using Tensorflow v2.12.0, Keras
2.13.0, and the software used is Jupyter Notebook.

G. EVALUATION METRICS
Many standard evaluation matrices, including as precision,
F1-score, sensitivity (Se), accuracy (Acc), and receiver
operating characteristics (ROC) curve, are employed for PD
classification. The mathematical definitions for each are as
follows:

Precision(Pre) =
TP

TP+ FP
, (1)

Recall/Se =
TP

TP+ FN
, (2)

Acc =
TP+ TN

TP+ TN + FN + FP
, (3)

F1 − score = 2 ×
Precision× Recall
Precision+ Recall

, (4)

where FN (False-Negative) indicates a technique incorrectly
classifying the disease as negative, TP (True-Positive)
indicates a method correctly identifying the condition as
positive. A technique correctly categorizing an illness as
negative is known as TN (True-Negative). Finally, False-
Positive (FP) shows a technique incorrectly flagging the
illness as positive. Moreover, the ability of a classifier to
distinguish between healthy and PD cases is evaluated using
the ROC curve with its AUC value [47].

IV. RESULTS AND DISCUSSION
This section encompasses the experimentation and vali-
dation of the proposed method. It further incorporates a
comprehensive assessment of the evaluation metrics and
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FIGURE 6. A sample procedure to build a list of classifiers for the Stacking Ensemble.

TABLE 8. A sample of experiments to select the best-fit individual AI for the first layer of the stacking ensemble using Dataset 1, where GB is used for the
second layer and LR for the predication layer.

a comparative analysis with other established approaches,
accompanied by a detailed discussion.

A. RESULTS
In this study, many experiments have been conducted through
three classification scenarios (A, B, C), aiming to reach
the best performance. First, five individual AI models are
chosen to classify Parkinson’s data into healthy or PD,
namely RF, DT, LR, GB, and SVM classifiers. In the
second scenario, all individual AI models are used as the
initial classifier for the Bagging Ensemble classifier. Finally,
three individual AI models have been chosen carefully
based on their final results to form a list of classifiers

for the Stacking Ensemble classifier. All experiments are
conducted using the same parameter configurations, with
100 epochs and a random state parameter value of 0 being
set.

1) SCENARIO A: PARKINSON CLASSIFICATION-BASED AI
INDIVIDUAL CLASSIFIER
In this section, the final classification performances have
been investigated and analyzed among five classifiers,
including RF, DT, LR, GB, and SVM. It is shown in Table 2
that the average accuracy and AUC for RF, DT, LR, GB, and
SVM are (89.74%, 80.00%), (87.18%, 78.28%), (89.74%,

79560 VOLUME 12, 2024



R. M. Al-Tam et al.: Enhancing Parkinson’s Disease Diagnosis Through Stacking Ensemble-Based Machine Learning Approach

FIGURE 7. The confusion matrices of the Stacking Ensemble models using Dataset 1.

TABLE 9. A sample of experiments to select the best-fit individual AI for the first layer of the stacking ensemble using Dataset 2, where GB is used for the
second layer and LR for the predication layer.

83.28%), (87.18%, 78.28%), and (84.62%, 70.00%) when the
Dataset 1 is used.

On the other hand, confusionmatrices are depicted for each
model, aiming to show the number of cases that are correctly
or incorrectly predicted. Figure 2 shows that RF, DT, LR,
GB, and SVM made incorrect predictions, where 4 cases for
RF, 5 for DT, 4 for LR, 5 for GB, and 6 cases for SVM, are
presented when Dataset 1 is used.

Similarly, as tabulated in Table 3, when Dataset 2 is
used, average accuracy and AUC of (94.08%, 94.09%),
(82.24%, 82.31%), (94.08%, 94.06%), (94.08%, 94.06%),

and (91.45%, 91.35%) for RF, DT, LR, GB, and SVM are
achieved, respectively.

Likewise, when Dataset 2 is utilized, 9 cases for RF, 27 for
DT, 9 for LR, 9 for GB, and 13 cases for SVM are wrongly
predicted, as shown in Figure 3.

To deeply check the achieved results, the bootstrapping
technique is used to create 5 random samples from the
original dataset. The bootstrapping technique is used to
rigorously evaluate the performance of the proposed AI
models. This technique involves repeatedly resampling the
data to create multiple training and testing sets, allowing
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FIGURE 8. The confusion matrices of the Stacking Ensemble models using Dataset 2.

for a more comprehensive assessment of the models’
generalizability and robustness [7]. This technique is only
applied to the best results, namely when Dataset 2 was used,
as shown in Table 3. As shown in Table 4, the best-recorded
results are gained by GB, reaching 94.73% accuracy and
94.79% AUC.

2) SCENARIO B: PARKINSON CLASSIFICATION-BASED AI
BAGGING ENSEMBLE CLASSIFIER
In the second scenario, each AI model acts as an initial
classifier for the Bagging Ensemble model. We found that the
performance remains consistent for most classifiers, except
for the DT and GB classifiers when using Dataset 1. In this
case, the accuracy and AUC values reach 89.74% and 83.28%
for both classifiers, respectively, as shown in Table 5. We also
generated confusion matrices for the Bagging Ensemble with
the proposed AI individual models, which are depicted in
Figure 4.
On the contrary, when using Dataset 2, the performance

is improved except for the Bagging with FR classifier which
recorded lower results of 92.76% and 92.74% for accuracy
and AUC. In this context, the Bagging-based DT classifier
reaches 93.42% accuracy and 93.42% AUC, while 95.39%
accuracy and 95.41% AUC are gained by using the Bagging-
based LR. Besides, (94.74%, 94.73%) and (92.11%, 92.01%)
are achievedwhen the Bagging-based GB and Bagging-based
SVM are applied, respectively, as shown in Table 6.

Moreover, as shown in Figure 5, when Dataset 2 is used,
six healthy cases are wrongly predicted as a disease and

five cases as healthy cases when the Bagging-based RF is
involved. Besides, 10, 7, 8, and 12 cases are gotten when
the Bagging-based DT, LR, GB, and SVM are applied,
respectively.

In contrast, the original dataset is bootstrapped to evaluate
the proposed AI models listed in Table 6. Among the
initial individual AI models, GB and LR achieve the highest
performance, with accuracies of 94.60% and 94.07% and
AUCs of 94.42% and 94.09%, respectively, as shown in
Table 7.

3) SCENARIO C: PARKINSON CLASSIFICATION-BASED AI
STACKING ENSEMBLE CLASSIFIER
In the last scenario, the Stacking Ensemble model is created
based on a list of classifiers to extract features and a final
classifier to predict cases. Therefore, two configurations are
applied: a classifier for feature extraction and a classifier for
classification, and two classifiers for feature extraction and a
classifier for classification. As shown in scenarios A and B
above, LR outperforms all other models; therefore, it is
used as a final prediction layer in the Stacking Ensemble
model. Furthermore, to determine which individual model
can be used for the first or second layers in the second
configuration option, a sample procedure is added to select
one individual model for the first layer and another or
maybe the same for the second layer, as shown in Figure 6.
Similarly, the first configuration has only one loop for feature
extraction; therefore, the first loop is removed. When the
simple procedure is executed on Datasets 1 and 2, many
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TABLE 10. A sample of experiments to select the best-fit individual AI for the first layer of the stacking ensemble when the bootstrapping technique is
applied on Dataset 2, where GB is used for the second layer and LR for the predication layer.

options are generated; however, the second configuration
option with three classifiers (SVM for the first layer, GB for
the second layer, and LR for the final prediction) records the
best performance.

When applying the Stacking Ensemble-based SVM, GB,
and LR classifiers to Dataset 1, the best results are achieved
with an average accuracy of 94.87% and AUC of 90.00%.
However, Figure 8 presents a sample of the generated
alternatives, showing 92.31% accuracy and 88.28% AUC
for both Stacking with RF+GB+LR and LR+GB+LR.
Additionally, Stacking with DT+GB+LR and GB+GB+LR
reach 92.31% accuracy and 85.00% AUC. Finally, confusion
matrices are created for these models, as depicted in
Figure 8, where the proposed stacking-based SVM+GB+LR
incorrectly predicts two cases, while the rest have three
incorrect cases.

On the other hand, when Dataset 2 is utilized, the
stacking-based SVM+GB+LR model achieves the highest
performance, with an accuracy and AUC value of 96.05%,
as indicated in Table 9. Additionally, six incorrect cases are

identified in Figure 7. The remaining results of other models
are noteworthy, with an average accuracy of 94.74% andAUC
of 94.73%, while eight incorrect cases are shown.

The proposed stacking-based SVM+GB+LR model,
as shown in Table 10, outperforms the state-of-the-art
performance with an accuracy of 96.18% and an AUC of
96.27%. This superior performance is achieved through the
application of the bootstrapping technique.

B. DISCUSSION
1) DISCUSSING THE ACHIEVED PERFORMANCE BY THE
PROPOSED AI MODELS
In Scenario A, Tables 2-3 display experiments to determine
the optimal individual AI model to classify Parkinson’s
disease. The LR model outperforms all others. Additionally,
confusion matrices for these models show that the LR model
has 4 incorrect predictions on Dataset 1 and 9 on Dataset 2.
However, the poorest performance is observed when using
SVM for Dataset 1, with 6 incorrect predictions, and DT
with 27 incorrect predictions for Dataset 2, as depicted in
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TABLE 11. Evaluation results of the proposed stacking ensemble model for Parkinson’s disease classification are compared to the most recent AI
research works.

Figures 2-3. In Scenario B, the individual AI models serve as
initial classifiers for the Bagging Ensemble model, which is
then trained and tested on Dataset 1. Bagging-based RF, LR,
and SVM show no change in performance, while the others
enhance overall performance, as indicated in Table 5 and
Figure 4. However, when Dataset 2 is used, the performance
is improved across the board, except for the Bagging-based
FR model, which exhibits lower performance compared to
using RF alone, as presented in Table 6 and Figure 5.
Finally, in Scenario C, the proposed Stacking-based SVM,
GB, and LR, are identified as the best classifiers based on the
previous experimental results. The feature extraction models
are selected to belong to the Stack Ensemble based on their
final results. It is evident that the proposed approach achieves
superior evaluation metrics compared to the outcomes of
individual AI or Bagging-based models, achieving 94.87%
accuracy and 90.00% AUC on Dataset 1, as well as 96.05%
accuracy and 96.05% AUC on Dataset 2, as shown in
Tables 8-9 and Figures 6-7. To ensure a robust evaluation, the
bootstrapping technique is employed to create five random
samples from the original dataset. This approach enhances
the reliability of the final evaluation matrices. Notably,
bootstrapping is only applied to the best-performing results
that were obtained using Dataset 2. As demonstrated in
Tables 4, 7, and 10, this strategy generally improves overall
performance.

When a large enough dataset is available, the Stack-
ing Ensemble model is the most effective technique to
enhance the evaluation matrices. Furthermore, as compared
to individual AI or Bagging Ensemble models, the sug-

gested framework can increase the total classification rate;
however, the training and testing phases will take more
time. Because the devices are always evolving, time is
not a key concern when we apply this framework in real
applications.

2) A COMPARISON OF THE RELATED WORK WITH THE
PROPOSED STACKING ENSEMBLE MODEL
This section compares the assessment findings of the
suggested Stacking Ensemble Model with the most recent
research on the categorization of Parkinson’s disease,
as shown in Table 11. It’s possible that the suggested
framework can provide dependable and motivating findings
for use in real classifications. This research establishes an
indirect summary comparison with comparable studies that
have utilized the proposed datasets of this work. Such a com-
prehensive comparison with state-of-the-art studies is lacking
due to the diverse settings utilized, including different evalua-
tionmatrices, different data splitting, different parameter con-
figurations of the created algorithms, or even different dataset
distribution.

3) LIMITATION AND FUTURE WORK
In this work, a limited of machine learning models are
used; however, the level would increase if we applied other
techniques, including Vision Transformer [48], Ensemble-
based concatenating layer [49], or other deep learning
models [50]. Furthermore, extra datasets can be used to
check the capability of the proposed framework to classify
Parkinson’s disease.
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V. CONCLUSION
Timely diagnosis of PD is crucial for effective patient care.
An early diagnosis significantly enhances the likelihood of
successful recovery through appropriate treatments and med-
ications. In the contemporary era, computer aided diagnosis
have witnessed considerable advancements, particularly in
the realms of ML and DL, bringing about a transformative
impact on the medical field. These sophisticated approaches
have proven instrumental in classifying various diseases,
monitoring patient health, and enabling early predictions of
medical conditions. In this study, we have utilized different
ML models i.e., Random Forest, Decision Tree, Logistic
Regression, Gradient Boosting, and SVM including bagging
and stacking ensembles to these models and the experimental
results shows enhanced results using the stacking ensem-
ble classifier on the selected datasets. The bootstrapping
technique is used to create five random samples from the
original dataset, in order to achieve the best performance. The
proposed method enhance detection accuracy while reduc-
ing misinterpretations. The model effectively differentiates
between PD and healthy patients, demonstrating outstanding
performance accuracy. In future endeavors, we plan to
explore more advanced approaches to extract the most crucial
features from the dataset for PD detection. Additionally,
we will rigorously assess the outcomes using an independent
dataset to ascertain the resilience and dependability of the
proposed method.

ACKNOWLEDGMENT
This work was supported by the Princess Nourah bint Abdul-
rahman University Researchers’ Supporting Project number
(PNURSP2024R117), Princess Nourah bint Abdulrahman
University, Riyadh, Saudi Arabia.

REFERENCES
[1] J. J. Kim, S. Bandres-Ciga, C. Blauwendraat, and Z. Gan-Or, ‘‘No genetic

evidence for involvement of alcohol dehydrogenase genes in risk for
Parkinson’s disease,’’ Neurobiol. Aging, vol. 87, pp. 140.e19–140.e22,
Mar. 2020.

[2] L. S. Bernardo, A. Quezada, R. Munoz, F. M. Maia, C. R. Pereira,
W. Wu, and V. H. C. de Albuquerque, ‘‘Handwritten pattern recognition
for early Parkinson’s disease diagnosis,’’ Pattern Recognit. Lett., vol. 125,
pp. 78–84, Jul. 2019.

[3] M. K. Dharani and R. Thamilselvan, ‘‘Hybrid optimization enabled deep
learning model for Parkinson’s disease classification,’’ Imag. Sci. J.,
vol. 72, no. 2, pp. 167–182, Feb. 2024.

[4] A. Rehman, T. Saba, M. Mujahid, F. S. Alamri, and N. ElHakim,
‘‘Parkinson’s disease detection using hybrid LSTM-GRU deep learning
model,’’ Electronics, vol. 12, no. 13, p. 2856, Jun. 2023.

[5] K. R. Chaudhuri and A. H. Schapira, ‘‘Non-motor symptoms of Parkin-
son’s disease: Dopaminergic pathophysiology and treatment,’’ Lancet
Neurol., vol. 8, no. 5, pp. 464–474, May 2009.

[6] W. Poewe, K. Seppi, C. M. Tanner, G. M. Halliday, P. Brundin,
J. Volkmann, and A. E. Lang, ‘‘Parkinson disease,’’ Nature Rev. Disease
Primers, vol. 3, no. 1, pp. 1–21, 2017.

[7] V. Despotovic, T. Skovranek, and C. Schommer, ‘‘Speech based estimation
of Parkinson’s disease using Gaussian processes and automatic relevance
determination,’’ Neurocomputing, vol. 401, pp. 173–181, Aug. 2020.

[8] M. Nilashi, H. Ahmadi, A. Sheikhtaheri, R. Naemi, R. Alotaibi,
A. A. Alarood, A. Munshi, T. A. Rashid, and J. Zhao, ‘‘Remote tracking
of Parkinson’s disease progression using ensembles of deep belief network
and self-organizing map,’’ Expert Syst. Appl., vol. 159, Nov. 2020,
Art. no. 113562.

[9] N. Schiess, R. Cataldi, M. S. Okun, N. Fothergill-Misbah, E. R. Dorsey,
B. R. Bloem, and T. Dua, ‘‘Six action steps to address global disparities in
Parkinson disease: A World Health Organization priority,’’ JAMA Neurol.,
vol. 79, no. 9, pp. 929–936, 2022.

[10] M. A. Mohammed, M. Elhoseny, K. H. Abdulkareem, S. A. Mostafa, and
M. S. Maashi, ‘‘A multi-agent feature selection and hybrid classification
model for Parkinson’s disease diagnosis,’’ ACM Trans. Multimedia
Comput., Commun., Appl., vol. 17, no. 2s, pp. 1–22, Jun. 2021.

[11] X. Pei, H. Fan, and Y. Tang, ‘‘Temporal pyramid attention-based
spatiotemporal fusion model for Parkinson’s disease diagnosis from gait
data,’’ IET Signal Process., vol. 15, no. 2, pp. 80–87, Apr. 2021.

[12] H. R. Morris, M. G. Spillantini, C. M. Sue, and C. H. Williams-Gray,
‘‘The pathogenesis of Parkinson’s disease,’’ Lancet, vol. 403, no. 10423,
pp. 293–304, 2024.

[13] M. Siciliano, A. Tessitore, F. Morgante, J. G. Goldman, and L. Ricciardi,
‘‘Subjective cognitive complaints in Parkinson’s disease: A systematic
review and meta-analysis,’’Movement Disorders, vol. 39, no. 1, pp. 17–28,
Jan. 2024.

[14] G. U. Höglinger, C. H. Adler, D. Berg, C. Klein, T. F. Outeiro,
W. Poewe, R. Postuma, A. J. Stoessl, and A. E. Lang, ‘‘A bio-
logical classification of Parkinson’s disease: The SynNeurGe research
diagnostic criteria,’’ Lancet Neurol., vol. 23, no. 2, pp. 191–204,
Feb. 2024.

[15] N. Malek and D. G. Grosset, ‘‘Medication adherence in patients with
Parkinson’s disease,’’ CNS Drugs, vol. 29, pp. 47–53, Jan. 2015.

[16] P. Chopade, N. Chopade, Z. Zhao, S. Mitragotri, R. Liao, and V. C. Suja,
‘‘Alzheimer’s and Parkinson’s disease therapies in the clinic,’’ Bioeng.
Transl. Med., vol. 8, no. 1, 2023, Art. no. e10367.

[17] C. O. Sakar and O. Kursun, ‘‘Telediagnosis of Parkinson’s disease using
measurements of dysphonia,’’ J. Med. Syst., vol. 34, no. 4, pp. 591–599,
Aug. 2010.

[18] N. A. Ali, A. E. Abbassi, and B. Cherradi, ‘‘The performances of iterative
type-2 fuzzy C-mean on GPU for image segmentation,’’ J. Supercomput.,
vol. 78, no. 2, pp. 1583–1601, Feb. 2022.

[19] N. Ait Ali, B. Cherradi, A. El Abbassi, O. Bouattane, and M. Youssfi,
‘‘GPU fuzzy c-means algorithm implementations: Performance analysis
on medical image segmentation,’’Multimedia Tools Appl., vol. 77, no. 16,
pp. 21221–21243, Aug. 2018.
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