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ABBREVIATIONS AND GLOSSARY

AEC — architecture, engineering, construction.

AR — augmented reality is a combination of real-world environments and digital
content.

Automated object detection — a method which automatically identifies structural
objects in a point cloud by comparing data in an [FC model.

Average population — the average number of points in the specified volume in the
point cloud. This metric indicates the density of points in the specified regions.

BIM - building information modelling is a construction management process based
on a 3D digital model.

CAD — computer-aided design is a technology which replaces manual drafting.

CHP - a check point is a marker with known coordinates which is not used for
photogrammetric data processing, but is intended to verify the accuracy of the
results.

Classification of point cloud model elements — classifying points into separate
categories based on their properties and allowing to identify objects in the point
cloud accordingly.

CP — a control point is a marker with known coordinates that can be used as a check
point or as a ground control point in the photogrammetry process.

Data noise — points in a point cloud that do not represent the actual geometric
properties of the scanned environment due to reflective surfaces, moving objects,
etc.

EPSG — European Petroleum Survey Group provides a database of standardized
coordinate system information.

FM - facilities management.

GCP — ground control point is a marker with known coordinates, which is used for
photogrammetric data processing.

GIS — geographic information system which analyzes and presents geographic data.
GNSS — Global Navigation Satellite System refers to the use of multiple satellite
navigation systems, including GPS, which transmits positioning data to GNSS
receivers for location determination.

GPS — Global Positioning System is a specific satellite navigation system which
transmits positioning data to receivers on earth to determine a location.

GSD — the ground sample distance is the distance between pixel centers measured
on the ground in a digital image.

ICP — iterative closest point algorithm used to align and register 3D point cloud sets.
IFC — Industrial Foundation Classes is an open and standardized file format for data
exchange in the AEC industry.

LASO7 — the Lithuanian state elevation system, used together with the geoid model
of the territory of the Republic of Lithuania LIT15G.

Laser scanning — a technology using laser beams to measure and represent a 3D
environment. This is a general term which covers various laser scanning techniques.
LiDAR — Light Detection and Ranging refers to a laser scanning technology which
uses laser pulses and is commonly used to acquire geospatial data over large areas.



LIT15G — the Lithuanian territorial geoid model used in geodetic and cartographic
activities requiring information about the normal heights of points.

LitPOS — the Global Positioning System infrastructure for Lithuania.

LKS94 — a Lithuanian coordinate system using x and y axes in the 2D space.

MEP — mechanical, electrical, and plumbing.

PC — a point cloud consisting of a set of data points in 3D space defined by x, y, and
z coordinates.

Photogrammetry — a photographic method used in surveying in order to take
measurements.

Plane equation — represents a 3D plane in a Cartesian coordinate system. The
equation is used to fit the plane to a 3D point cloud.

Plane limits — rejection of points that are outside the boundaries of a specific plane.
PPK — post-processing kinematic technology is used in surveying applications which
records raw GPS data and corrects it later during data processing.

Point cloud alignment — adjustment of multiple point clouds to match each other in
space.

Point cloud density — the space between points in a point cloud.

PTS — plain text file format.

RANSAC — random sample consensus is an algorithm used to fit models to data.
Redundant points — data points that contain duplicate or redundant information.
RFID — radio frequency identification is a wireless system for identifying tagged
objects by using a reader.

RGBA - red, green, blue, and alpha color channel values.

RMSE - root mean square error is a statistical method for measuring the difference
between values.

RTK - real-time kinematic technology is used in surveying applications to provide
real-time positioning information.

SME — small and medium-sized enterprise.

Source point cloud — point cloud data obtained from laser scanner sensors.

Target point cloud — a point cloud created from the extracted vertices of the IFC
elements.

TIN — triangulated irregular network is a spatial data structure for representing
terrain.

TLS — terrestrial laser scanning involves the use of laser scanners mounted on a
tripod.

Transformation matrix — a method that allows a point in one coordinate system to be
expressed in another coordinate system.

TS — the total station is a measuring device used in land surveying and construction.
UAS — an unmanned aerial system consisting of several components which work
together to control an unmanned aerial vehicle.

UAV — an unmanned aerial vehicle commonly known as a ‘drone’.

Voxel — a three-dimensional unit of data volume in a point cloud.

VR - virtual reality.

WiFi — wireless networking technology.
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INTRODUCTION

Problem statement and research relevance

The construction industry plays an important role in the any country’s
economy; however, during the last decades, this sector was one of the least digitized.
The transformation of the construction industry through digitalization was defined
by the term Construction 4.0, and the industry started to rapidly adopt new digital
technologies, tools, and practices so that to improve the efficiency, quality, and
sustainability of construction projects. As the need for housing [1] and infrastructure
[2] has been growing due to an increasing global population and the climate change,
the construction industry has to adopt novel practices along with new workflows in
order to continue support human activities in a more sustainable and efficient way.

Despite the rapid digitization of the construction industry, this progress has
been heterogeneous between the countries. For example, Northern and Western
European countries are advancing faster than Central or Eastern European countries.
By digitizing the construction sector, Europe aims to leverage advanced
technologies such as Building Information Modelling (BIM), Unmanned Aerial
Systems (UAS), laser scanning technologies combined with machine learning and
computing to improve the efficiency of construction processes, reduce waste, and
improve quality throughout the whole life-cycle of built assets. Moreover,
digitalization can make design decisions more transparent, help to solve complex
issues for higher sustainability standards, promote innovation, and increase safety
(3, 4].

Among digital innovations, BIM implementation has been in the spotlight for
the past decade, but, in parallel, the importance of technologies such as Unmanned
Aerial Vehicle (UAV)-based photogrammetry and 3D laser scanning has been on the
rise. These technologies allow for more accurate measurement of quantities and
identification of potential waste. In this way, materials can be used more efficiently,
and the impact on the environment can be reduced, thus improving the sustainability
of construction. In addition, laser scanning technologies can be used to monitor the
construction process, which can help prevent errors and ensure that the construction
project is carried out according to the plan. This can help reduce the need for rework
and reduce time and resources. UAVs can be utilized on construction sites to
enhance the monitoring of the construction progress, identify potential risk factors,
and improve quality control and safety measures. They play a crucial role in
minimizing the risk of accidents at construction sites. By replacing human labor in
perilous and hard-to-reach areas like heights or hazardous equipment, these
technologies effectively reduce the reliance on manpower and ensure the
comprehensive safety of construction sites. In addition, UAVs are being increasingly
used to gather data from construction sites, thereby allowing efficient and accurate
monitoring of the construction process.

Construction progress monitoring is an important component of project
management due to helping to identify and address issues that may arise during the
construction process in a timely manner and ensuring that up-to-date information is
available to make the necessary decisions and deliver the project on time and within
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the budget [139]. Construction companies across various industries are actively
employing 3D laser scanning and photogrammetry in their operations. Bridges,
roads, and other infrastructure assets, building structures, as well as non-functional
areas are scanned to assess the situation. Applications include topographic
measurements, road surface and pavement profiling, volume calculations, bridge
damage assessments, and more. These methodologies are applied to survey the ‘as-
is’ condition of buildings, brownfield sites and infrastructure prior to design, and
then the same sites are resurveyed for progress monitoring and analysis [135].

To monitor construction progress, UAV-based photogrammetry is widely used
to control the quantities of earthworks, while laser scanning is more common in
building construction projects. While the advancements in technology have led to
the increased use of these technologies for monitoring construction progress, they
also encounter several challenges. These include the mistrust associated with new
technologies, integration complexities with other technologies, such as BIM, and
insufficient levels of automation. The constant change and occluded environment of
construction sites often make it difficult obtain high-quality data. Under such
conditions, data obtained by laser scanning or photogrammetry often contains noise
and outliers, and the surface of objects is not fully captured, which poses challenges
for data alignment and object identification.

The analysis and development of an automated construction monitoring
methodology in the real construction environment can significantly enhance the
efficiency, productivity, and image growth of the construction sector, thereby
contributing to the realization of FEuropean goals towards digitization of
construction.

Aim of the research

This research aims to investigate the application of photogrammetry and laser
scanning techniques for construction progress monitoring, encompassing tasks from
earthworks control to building object monitoring, and to propose an automation
methodology for the monitoring process focused on the integration of building
information model and laser scanning data.

Research objectives

To achieve the goal of developing an automated construction progress
monitoring methodology, several specific objectives were identified:

1. To analyze the existing literature and investigate data acquisition tools,
technologies, and methods used for construction progress monitoring.

2. To conduct experiments and analyze various advanced UAV-based
photogrammetric workflows, thereby providing observations that compare the
efficiency and reliability of different methods for monitoring the progress of
earthworks.

3. To capture spatial data of building structures within the construction environment
by using different laser scanning techniques and create pilot datasets from the
acquired data.
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4. To develop a methodology for aligning and integrating 3D point cloud data and
the corresponding BIM model in the Industrial Foundation Classes (IFC) format.

5. To develop an automated process for monitoring as-built versus as-planned
objects, with a particular focus on object detection within noisy and occluded
construction environments, as well as for representing as-built structures.

Research methodology

Considering the defined research objectives, this section outlines the research
approach adopted to investigate these objectives.

To accomplish these goals, it is essential to comprehend the concept of BIM
technology, the various geometry capture technologies available, the integration
possibilities between these technologies, and the impact and challenges they present
in the context of construction progress monitoring. An extensive literature review on
these technologies, tools and methods was conducted.

Based on the findings of the literature review and practical observations, in
terms of construction progress monitoring, it was established that the application of
photogrammetry is more effective for earthworks management, while the use of
laser scanning technologies is more applicable in the building construction phase.
For this reason, two experiments were conducted in the study: progress monitoring
in the earthwork phase, and progress monitoring in the building construction phase

(Figure 1).

Earthworks phase

Literature review > Conclusions
Unmanned UAV-based Impact on the nature of work compared
Identify and  [~®] aerial vehicles photogrammetric to the traditional approach in terms of | —>
explore (UAVs) workflows efficiency, reliability and accuracy Concliisions
technologies, Experiments on
tools, and automation
methods of CONSTRUCTION PROGRESS MONITORING quality,
obtaining economic
ial f T . benefits,
spatial data for Building construction phase nemt,
monitoring applicability
construction Static and Capturing data BIM and point Development of a limitations
progress > mobile laser [ underrealistic [—» clouddata [—» methodology for automated >
scanners conditions integration object monitoring

Experiments
Fig. 1. Research structure

In the construction process, it is difficult to control the progress of earthworks,
measurements are often carried out manually, or the progress is estimated by
prediction. At this stage of construction, the introduction of UAVs simplified this
process. However, UAV-based photogrammetry involves various workflows and
methodologies which can determine the efficiency and reliability of the progress
monitoring process. This was investigated through experiments to demonstrate the
impact of different workflows on the nature of work compared to the traditional
approach in terms of efficiency, reliability, and accuracy.

In the building construction phase, the application of laser scanning
technologies for progress monitoring was investigated. In modern construction, laser
scanning and BIM technologies are already in practical use. However, the
integration of these technologies with each other and their application to automated
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monitoring of construction progress is not developed enough. At this stage, the
geometric data of building structures was captured in the construction environment
by using laser scanning technologies. By using the obtained data, a methodology
was developed that enables extraction of BIM data, calculating the plane equation of
the faces, and performing a point-to-plane distance estimation [139]. This allows the
integration of IFC and point cloud data and automatic identification of building
objects in a point cloud based on the corresponding IFC model.

This thesis focuses on the technological rather than the managerial aspects of
the construction progress monitoring workflow.

Scientific novelty

The novelty of the research is based on the use of photogrammetry and laser
scanning technologies to monitor the progress of construction in a constantly
changing construction environment:

1. The accuracy and reliability of advanced real-time kinematic and post-processing
kinematic UAV-based photogrammetric techniques have been determined and
compared to the conventional practice by using a ground-based GNSS receiver.

2. A novel method has been proposed which integrates laser scanning data with an
IFC model to automatically detect objects in a point cloud based on the provided
IFC.

3. An object detection process has been developed by calculating the plane equation
of the face of each IFC element and determining the point-to-object relationship,
which allows the identification of incompletely scanned objects.

In this context, the scientific novelty lies in the seamless integration of 3D
laser scanning data with the IFC model for automated detection of construction
objects. Object detection by comparing the 3D point cloud to the IFC model sets it
apart from other studies. In addition, the process allows the identification of
incompletely scanned objects, which distinguishes the proposed method as a
contribution to object detection in occluded environment under real construction
conditions.

Defended statements

1. In the process of monitoring construction progress, automated UAV-based
photogrammetric workflows provide efficiencies for large-scale projects over
925 m? in terms of accuracy, reliability and time compared to the traditional
methods.

2. The process of integrating IFC and point cloud data by extracting vertices from
IFC elements ensures the possibility of data alignment and automatic detection of
construction objects compared to the provided IFC data.

3. The proposed model enables the extraction of IFC data, calculating the plane
equation of the object faces, and performing a point-to-plane distance estimation,
which allows automatic detection of building objects in an occluded environment
when the surface is incompletely scanned, or the obtained reality data is of poor
quality.
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Practical value

The proposed methodology can significantly improve the efficiency of
construction progress monitoring by ensuring that reliable and most up-to-date
information is available to support decision-making which is necessary to deliver the
project goals on schedule and within budget, thereby saving time and cost. The
automation of this process could contribute to the European goals for the digitization
of the construction sector by reducing labor and time requirements, thereby
improving the overall safety of construction sites and the overall efficiency of
construction processes.

Scope and thesis structure

This thesis investigates the use of photogrammetry and laser scanning
technologies in the construction phase. The application of these technologies for
monitoring the construction progress of earthworks and building structures is being
examined. The thesis structure is organized in the following order. The introductory
part presents the essence of the work, followed by literature review in Chapter 1.
Experimental research on the application of photogrammetry in the earthworks
phase is presented in Chapter 2, and research on the application of laser scanning in
the construction phase is presented in Chapter 3. Chapter 4 presents the results and
discussion, followed by general conclusions, literature sources and a list of
publications on the topic of the dissertation. The volume of the thesis consists of 194
pages, 121 figures and 43 tables.

Publications and conferences

Two scientific publications on the topic of the dissertation have been published
in international journals indexed by Clarivate Analytics Web of Science:

1. ISPRS international journal of geo-information, 2021, Vol. 10 (6), p. 399.
Geometric Accuracy of 3D Reality Mesh Utilization for BIM-Based Earthwork
Quantity Estimation Workflows.

2. Buildings (Basel), 2022, Vol. 12(10), p. 1754. Automation of Construction
Progress Monitoring by Integrating 3D Point Cloud Data with an IFC-Based
BIM Model.

The research results contributing during these doctoral studies have been
presented at two international scientific conferences:

1. Advanced Construction and Architecture: proceedings of 1% international
scientific conference, 23— 25 September 2020, Kaunas, Lithuania. 3D reality
mesh utilization for BIM-based earthwork quality estimations.

2. 3" Baltic Conference of Young Researchers in Architecture, Landscape
Architecture, Urbanism and Civil Engineering, 24 November 2022, Kaunas,
Lithuania. [Integrating BIM and 3D Point Cloud Data for Construction
Monitoring Automation.
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1. LITERATURE REVIEW

This chapter consists of a literature review on the topics covered in this thesis.
Knowledge of BIM, spatial data capturing technologies and the possibilities of using
these technologies in the construction progress monitoring process is required for
the further progress of the final work.

In this thesis, detailed analysis of BIM does not fall into the scope of research.
However, it is necessary to understand this technology as it is the core of
construction digitization, and it can serve as an integral part of photogrammetry and
laser scanning technology in terms of automation of construction progress
monitoring. Therefore, this chapter first reviews the main aspects of BIM related to
research objectives, such as the benefits of using BIM in construction management
and the level of adaptability and readiness for monitoring the construction progress.
The following is a review of construction progress monitoring methodologies in the
earthworks and building construction phases by focusing on the application of
photogrammetry and laser scanning technologies. These technologies have
developed in parallel with BIM and, together, have an important role in the
automation of the construction progress monitoring process. Finally, this chapter
reviews and identifies the potential applications of progress monitoring methods in
the construction phase from a practical perspective.

1.1. Review of Construction Progress Monitoring Techniques

1.1.1. Building information modelling

The industry’s driving force has traditionally been based on time, cost, and
quality. In addition, industries, including the construction sector, have been facing
stricter requirements for sustainability. BIM was developed as a collaborative
process to reduce waste, improve efficiency, and optimize construction project
management throughout the project life cycle [5, 6]. This process is based on
information exchange operations and supported by a variety of tools and
technologies. It requires collaborative workflows to be defined and optimized [7]. In
new construction projects, this process creates information from design to
construction and can capture the as-is condition of the building, thereby providing a
basis for maintenance.

The term BIM was already being mentioned in the academic community as
early as in the 1990s, and the popularization and practical use in real projects began
after 2000 [8, 9]. The term was first introduced by Autodesk and later adopted by
software vendors such as Bentley and Graphisoft [10]. Although BIM originated
from a technological process, from a business process perspective, the term is more
commonly defined as Building Information Management rather than Building
Information Modelling [11]. Two decades after the term began to be popularized,
some construction professionals still have misconceptions about what BIM is, such
as assuming that it is a single 3D model. The purpose of BIM is much broader, and
it includes processes such as coordinating and sharing up-to-date information among
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project participants, coordinating different design disciplines, controlling quantities
and costs, recording, and analyzing safety issues, and more [12].

In the BIM process where several organizations collaborate in the project, it is
important to use compatible tools. In 1994, the development of IFC as an open data
model standard was initiated to meet BIM interoperability needs for the industry
[13]. IFC is an open and standardized digital description intended to enable data
exchange between various hardware and software tools to ensure an efficient BIM
process [14]. The architecture of the IFC scheme was described by Clemen and
Griindig [15]. The schema consists of four layers, where each layer refers to entities
in the same or lower layer(s). The resource layer contains geometry and topology
information. The Core layer includes concepts such as the object, group, process, or
relationship, and they are specialized by the Resource level. Entities at the Core
layer or above have a globally unique ID and history information. The
Interoperability layer includes schemas for use in multiple disciplines and defines
shared building elements such as a beam, a column, or a wall. The Domain layer
entity definitions are not allowed to refer to any other domain, and those definitions
are commonly used for information exchange and sharing. The architecture of the
IFC schema is shown in Figure 2.

Domain layer

Shared Bldg Shared = Shared | Shared
Services Sloments
Eloments Elomonts Eloments Elements.
Interoperability layer
Control Product Process
Extension Extension Extension

Core layer

EEEEE®EE

Resource layer

0

Fig. 2. [FC4 data schema architecture. Reproduced from BuildingSMART International [14]
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In the BIM process, the IFC data model enables all participants in a
construction project to exchange information in a common data environment,
thereby improving construction and management processes [16].

Although the intent of IFC is data interoperability between different BIM
software applications [17], this is where the issues arise. [FC data exchange
interoperability issues were analyzed by Lai and Deng [18]. When using IFC, data is
often lost when exchanging and sharing data, for example, objects are missing, or
their geometry is represented incorrectly. Data loss can be caused by software tools
not able to correctly interpret multiple objects from different disciplines, or by using
different methods to represent the same geometry and other parameters when
importing and exporting data, which may result in inaccuracies.

Over the past century, construction project management has evolved from the
incremental approach to the integrated approach. The incremental approach is based
on the principle of an individual craftsman when everything was done by one
person, and each new stage of the project was carried out only after the previous one
had been completed [19]. Today’s projects are complex, with ever-increasing
sustainability requirements, and they involve large numbers of participants with
narrow expertise who are operating in a coherent manner. The benefits of using BIM
in managing such projects are eminently significant. The main benefits of BIM, as
identified by Glick and Guggemos [20], are the fact that this technology allows for a
three-dimensional representation of the building, integrates information generated by
specialists, allows information to be stored centrally, quickly updated, and accessed
by several stakeholders, thus reducing the amount of waste, and improving the
overall efficiency of the project. Bryde et al. [21] found that the most commonly
reported benefits of using BIM in construction project management are related to
cost reduction, time savings, and project control throughout its life cycle, while
negative benefits were mostly directed towards the use of BIM software.

In construction management, BIM plays an important role throughout the
project life cycle. For example, creating a 3D model of existing conditions by using
BIM software and laser scanning, photogrammetry or other surveying techniques
can provide tangible benefits such as providing environmental documentation for
future use, assisting with future modelling and coordinating 3D design, and
providing an accurate representation of the completed works [22]. Figure 3
illustrates the uses of BIM in the planning, design, construction, and operation
phases, including the generation of accurate quantity take-offs and cost estimates,
engineering systems and sustainability analysis, emergency management, and more.
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Fig. 3. BIM used throughout the project lifecycle. Reproduced from PennState College of
Engineering [22]

The use of BIM is not limited to construction projects, and it is also being
applied in infrastructure. BIM has been attracting the attention of researchers due to
its potential in terms of economic advantages [23, 24]. However, the core value of
the BIM technology is that it can improve the construction process by increasing the
level of collaborative integration at different stages, thereby increasing the overall
productivity of the construction industry [25].

Providing transparent project cost-benefit information to relevant stakeholders
is essential in the decision-making process. Recently, Biancardo et al. [26]
introduced a framework for integrating cost-benefit analysis into BIM as a
combination of the already existing design and infrastructure planning tools with
process automation. The proposed method can be useful to prepare a project with an
up-to-date archive of information that could produce results based on cost-benefit
analysis which reflect the interests of stakeholders. Cantisani et al. [27] presented a
study that implemented a benefit-cost analysis in a road project by using
geometrical, environmental and microsimulation methods. The approach proposed
by the authors focuses on the phases of programming, design, realization, and
facility management, and it considered the 7 dimensions of BIM, specifically, 3D
geometrical information, scheduling, cost analysis, sustainability, and maintenance.
However, BIM success depends on many factors, such as the project size, BIM
proficiency of the project team members, communication, and other organizational
external factors, and therefore the actual return and investment will vary from
project to project [28].

The integration of a three-dimensional model with planning information,
defined as BIM 4D, has gained much potential to improve construction processes
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and is very important for onsite planning as it allows for the effective detection of
inconsistencies and thus facilitates communication between decision-makers [29].
Logistics management has a significant impact on the project cost, time, and safety.
Bortolini et al. [30] proposed a logistics planning and control model in a BIM 4D
environment based on the Lean Production principles and BIM functionalities.
According to the authors, the proposed method can be practically used as a reference
for companies delivering engineer-to-order prefabricated building systems. Tak et al.
[31] introduced an onsite crane operation management framework for multiple
concurrent mobile crane operations in a BIM 4D environment that provides motion
controlling, time and cost analyses, safety monitoring, clash detection and
spatiotemporal site analysis. The method proposed by the authors could facilitate
site planning and provide alternative scenarios for construction execution.

Over the last decade, the importance of sustainable building projects has been
growing, and today, the world, and the construction sector in particular, is being
pushed further towards sustainable growth [32]. Sustainable development is largely
constrained by practices in the construction industry, which is a significant producer
of waste and other emissions, and, as a result, the construction sector is forced to
adopt innovative solutions to use cleaner construction technologies that could reduce
the use of resources [33]. In construction, sustainability covers topics such as
construction waste, energy consumption, thermal performance, the lifecycle cost of
buildings, and more [34].

Recently, Kang et al. [35] presented a framework for applying the BIM
technology to enhance the efficiency of construction waste management. The
authors of this study used the BIM technology in combination with Internet of
Things (IoT) solutions, which enabled response to user activities such as waste
quantification, demolition process planning, the optimal disposal route selection, and
the waste management strategy. Guerra et al. [36] applied the BIM 4D technology to
improve construction waste reuse and recycling planning by focusing on the
management of concrete and drywall waste streams.

BIM-based technologies can be adopted in most areas related to the
sustainability of construction. Recently, several studies have been conducted on the
application of BIM tools for facilities management and maintenance [37, 38, 39, 40].
Li et al. [41] developed a BIM-enabled building lifecycle management system.
Laine et al. [42] emphasized the importance of thermal performance analysis as it
has significant implications for building life cycle costs and other environmental
factors. They argued that BIM facilitates the monitoring of thermal performance at
various stages of construction. Although there are many ways to integrate BIM and
sustainability practices in construction, Olawumi and Chan [43] identified the key
benefits, such as improving the simulation of building performance and energy
consumption, facilitating multi-design alternatives, and significantly improving the
overall quality and efficiency of the project.

The integration of BIM and other technologies can significantly expand the
application boundaries. For example, the integration of the BIM model and sensor
data into digital twin technology allows simulating the behavior and performance of
the building in different scenarios and thus evaluating the performance of the
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building [44]. Recently, Panya et al. [45] presented a study which integrated BIM,
Virtual Reality (VR), and Augmented Reality (AR) technologies. The system
proposed by the authors is intended to reduce the rework of design changes by
exporting the BIM model to the Unreal game engine and integrating the
aforementioned technologies.

Despite the advantages of BIM, the implementation of this technology requires
significant technical knowledge and increases the operating costs for companies in
the short term. The cost of new BIM applications, staff training, and getting the
technology up and running effectively is a major investment decision for
organizations [46]. BIM maturity and capability levels vary across Architecture,
Engineering, Construction and Facilities Management (AEC/FM) organizations
[47]. Large companies have more human and financial resources for BIM
implementation, and therefore BIM is being more commonly used in large
organizations than in small and medium-sized enterprises (SMEs). In addition, large
companies are more likely to be working on large and complex projects and are
more likely to be requested to use BIM [48]. A study by Saka et al. [49] revealed
that the major factors determining the use of BIM by SMEs in developing
economies are client requirements, contractual conditions, and project costs.
Vidalakis et al. [50] agreed that the adoption of BIM by SMEs is highly cost-
dependent, and, given that SMEs tend to have a low level of knowledge and
understanding of BIM, the identified factors encourage a wider adoption of BIM,
such as knowledge sharing with other companies and industry initiatives.

The USA is an extensive country which is an influential player in the
production of BIM technologies. It is considered one of the pioneers of the
application of these technologies in construction. There, in the early 2000s, the
National 3D-4D BIM program in the public sector was launched [51]. However,
since then, the adoption of BIM has grown significantly worldwide, especially in the
more developed countries [52]. In North America, Europe or Asia, BIM
development has been rapid, while in the Middle East and South America the pace
of development has generally been slower [53]. Several studies have been conducted
exploring the level of BIM adoption in the construction practice in the United
Kingdom [54], France [55], Australia [56, 57], Pakistan [58], as well as some other
countries. Due to reasons such as the country level of development or uneven
government incentives, the BIM adoption in practice and BIM adoption strategies
tend to vary between countries. For example, the study conducted by Herr and
Fischer [59] revealed that the adoption of BIM in the AEC industry in China differs
from foreign practices and focuses on linear workflows rather than collaborative
work. According to the authors, the BIM adoption in China is uneven and over-
reported, and, while adoption is encouraged through government guidelines and
policies, practical standards and guidelines are not yet well developed. The study
reported that the actual benefits of BIM are far harder to attain than those officially
reported by companies. The benefits are related to close cooperation with foreign
clients, the use of BIM in construction process management and prefab production,
while, in all other cases, 2D drawings are typically used, and interdisciplinary
cooperation remains somewhat limited.
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Although the United States is considered the most mature country in the field
of BIM implementation, most European countries have been rapidly advancing and
becoming leaders in adapting these technologies [60]. However, in a study by
Charef et al. [61], the results revealed that not all European countries are advanced
in BIM adaptation, and, in some countries, BIM implementation at the national level
did not yet exist at the time of the research. The authors highlighted early adopter
countries such as Denmark, Finland, or the UK, which have already been using BIM
technologies for more than a decade, while some European countries such as
Lithuania or Poland are still catching up. In general, the level of BIM adaptation in
Europe is not high. According to the data published by the European Commission,
BIM 3D is used by 29% of construction companies in Europe, while the use of BIM
4D reaches only 6% [48].

Currently, the ever-increasing pressure to lower emissions and avoid waste of
resources is forcing European countries to apply BIM in public procurement. Due to
the prominently large scale of projects and public control, the public construction
sector exerts a strong influence on design and construction service providers and
therefore drives BIM adaptation forward [62]. In 2014, Directive 2014/24/EU was
announced in the European Union, which recommends the use of electronic tools in
public works contracts and design tenders [63]. It has recently been estimated that
the public sector accounts for 20-30% of all construction costs in Europe and USA
[64], thus providing important business opportunities for the private sector. It is thus
one of the main incentives for companies to adopt and implement BIM. However,
currently, the AEC industry’s readiness to adopt BIM varies considerably due to
factors such as the organizational approach or regional and cultural aspects, and
therefore different countries may need different strategies to promote the use of BIM
[65].

Considering the trends of Europe and other continents, Lithuania is not an
exception regarding the influence of the public sector on the construction sector. The
public sector in Lithuania occupies a large share of investments in the construction
industry. It is considered an influential client of construction projects. In 2019, about
44 percent of investments in the country’s construction sector were public sector
investments. Therefore, Lithuania aims to implement the BIM strategy through the
strengthening of the public sector by developing digital tools, improving the supply
chain, and thus ensuring the leadership of the public sector [66]. Contributing to the
implementation of these goals by focusing on the creation of digital tools, the
Ministry of Environment of the Republic of Lithuania launched the BIM-LT project
involving the country’s major universities and public sector companies in the project
implementation process. In 2022, the government-approved resolution on the
mandatory application of BIM methods in the public sector entered into force which
required the application of BIM methods when implementing high-value objects.
The published document indicates that the calculated construction prices and
investment amounts, from which it would be mandatory to apply BIM methods, will
be gradually reduced every two years [67].

Although most construction companies agree on the importance of BIM and
the benefits that this technology can provide [68], the adoption of this technology
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still remains somewhat limited. Walasek and Barszcz [69] described the main
barriers related to BIM adoption, such as interoperability, compliance with user
requirements, changing work processes, legal issues, training, and creation of new
roles and responsibilities. Meanwhile, Chan et al. [70] identified barriers related to
stakeholder resistance to change, insufficient organizational support, and lack of
BIM industry standards.

The BIM technology for monitoring the construction progress is still at an
early stage of development in terms of practical use. Using BIM to track the
construction progress requires manual work. Process automation can be achieved
through the adoption of more advanced technologies such as BIM 5D, which is
based on the integration of model, data, sharing and software tools, and the
integration of the project model and attribute information can provide timely
construction information, e.g., the project construction progress, construction design
drawings, and some other information [71]. However, the level of adaptation of such
technologies is very low in Europe, and these technologies are being more
commonly used in large and BIM-mature companies. In addition, with the use of
BIM 5D technologies, the progress of works is often inspected and entered into the
system manually, and the automation of this process requires the integration of
technologies such as laser scanning or photogrammetry. The integration of BIM
with 3D laser scanning and photogrammetry technologies for progress monitoring
offers great potential of streamlining the monitoring process, and it is already
entering the construction market. Yet, at the moment, only the development stage
has been achieved. However, so far, the monitoring of the construction progress
through the integration of these technologies has limitations, such as insufficiently
effective as-is data acquisition, the application accuracy requirements are not clear,
and the monitoring process itself is not sufficiently automated [72].

1.1.2. Construction progress monitoring

As construction projects are becoming more complex, the effectiveness of
monitoring construction progress becomes critical to project management, which, in
turn, requires timely and accurate information [73, 74]. The availability of up-to-
date information is a critical decision aid to achieve the project goals on schedule
and within budget, for example, it can prevent errors and rework, thereby reducing
waste of materials and resources [75, 76].

Although advanced technology is within the reach of most construction
companies, the traditional methods such as visual inspection, the use of foreman’s
daily reports, or the use of a plumb line and gauge are still often used to monitor
progress today, which is time-consuming and error-prone [77, 78]. Typically,
collecting data and updating schedules based on the actually existing construction
conditions takes 20-30% of the time each day [79]. Ineffective monitoring of the
construction progress is partly responsible for the fact that more than 53% of
construction projects get behind schedule and more than 66% are over budget [80].
Improving progress monitoring to be effective requires automating this process, and
using the BIM technology alone will limit the automation process, as it first requires
the effective acquisition of as-built data. Existing construction site data in the point
cloud or reality mesh formats can be efficiently captured by using laser scanning or

28



photogrammetry methods and contribute to the advancement of the progress
monitoring process, such as automatic BIM geometry extraction from the point
cloud [81], earthworks construction estimation [82, 83], monitoring of building
zones [84], and more. Point cloud datasets obtained at different times can be
compared with each other as the work progresses, comparing the difference over
time, or the obtained data can be compared with the designed BIM model. Enabling
these technologies opens up new opportunities to improve the efficiency of
monitoring the work progress by automating the process. For example, when using a
3D laser scanner, captured and processed as-is data can be integrated into BIM, and
the existing data can be checked against the designed model to detect deviations
[85].

However, obtaining accurate point cloud data is time-consuming, and it also
requires technical expertise and manual work [86]. Several accuracy assessment
studies have been conducted to compare point cloud data obtained by using
photogrammetry and laser scanning techniques [87, 88]. Casella et al. [89] analyzed
the accuracy of UAV-based photogrammetry by comparing five different software
packages and various configurations, such as different ground control points (GCPs)
to check points (CHPs) ratios. The accuracy of photogrammetry based on GCPs
strongly depends on their placement strategy, such as the number of GCPs or their
placement location [90]. Martinez-Carricondo et al.’s [91] study suggests that, for
maximum accuracy, GCPs should be placed around the edges and inside the study
area. Such placement of control points (CPs) in the territory reduces the efficiency
of data collection in terms of time and does not ensure the avoidance of errors.
Cryderman et al. [92] analyzed the accuracy of UAV-based photogrammetry for
estimating earthworks. The authors evaluated the accuracy of UAV-based
photogrammetry compared to the conventional GNSS RTK approach by estimating
stockpiles and concluded that the methods are at least equivalent in terms of
accuracy. However, when using the photogrammetric method, accuracy is
challenged by topographical conditions, such as vegetated terrain [93]. In general,
the accuracy of a photogrammetric model can be affected by several reasons, such as
the camera settings, image resolution, a high contrast, a uniform feature-free surface,
the image format and compression level, and other reasons [94, 95].

Martinez et al. [96] analyzed the accuracy of UAV-based photogrammetry for
building surveying applications. The authors performed GNSS and PPK workflows
by using various UAS configurations to evaluate the impact on the point cloud
accuracy. The drawback of this study stems from the fact that the proposed method
was not evaluated under complex construction conditions and would be difficult to
apply inside a building. Close-range photogrammetry can be used to capture
geometry inside a building, but the accuracy of this technology can be greatly
affected by several factors, such as the camera -calibration and network
configuration, the quality of the camera and the captured images, the shooting
distance, or the surface properties of the material [97, 98].

Laser scanning is considered one of the most accurate and efficient
technologies for capturing geometric data in construction environments, especially
when it comes to point cloud data integration with BIM [72]. However, obtaining
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accurate and high-quality data requires technical knowledge of the technology and
understanding of its limitations in terms of accuracy and performance. For example,
obstacles or blind spots in the scanning path, or surface reflection due to material
properties have a significant impact on the quality and accuracy of the obtained data,
and it should be considered that the processing time may take much longer than
expected so that to obtain high-resolution data [99]. Static laser scanners are not as
flexible as cameras for data acquisition in terms of obstructions. Combining close-
range photogrammetry with the Terrestrial Laser Scanning (TLS) technology can
improve the accuracy of the obtained results, since the photogrammetry method
allows free movement around obstructing objects [100]. However, using two
methods instead of one makes the whole process of data acquisition and processing
less efficient. In this case, a more efficient way to obtain as-is data while reducing
occlusion could be the mobile laser scanning technology [101]. This technology
allows flexible movement in the occluded construction environment but is limited
by a relatively short scanning range and insufficient accuracy for engineering
applications [102, 103, 104].

In previous studies, point clouds and reality meshes obtained by the laser
scanning and photogrammetry methods helped to improve construction progress
monitoring processes by automating them and overcoming the limitations inherent
to the traditional approaches. However, despite the best of efforts, the unsolved
challenges remain related to the occluded construction environment, point cloud
density and noise filtration, and the complexity of the methods, etc., which hinders
the development of an effective automated progress monitoring methodology [105,
106].

Qureshi et al. [105] conducted an interview-based qualitative analysis and
developed a framework for effective automated monitoring. The authors identified
the 3D scanner, site imaging, site video, and tracking & sensing as the main
categories for automated monitoring and provided a summary of critical factors
based on their research (Figure 4). Both the laser scanning and photogrammetry
categories address aspects related to occlusion. Omar and Nehdi [107] analyzed the
main automated construction data collection technologies and provided insights into
the advantages and limitations of each technology. The study found that, compared
to photogrammetry, laser scanning offers advantages in terms of the point cloud
accuracy, the processing speed, and the range distance for capturing as-is data in
building construction.
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Fig. 4. Summary of key factors for effective automated monitoring [105]

Numerous researchers have applied photogrammetry and laser scanning
technologies for the development of automated construction progress monitoring
frameworks. Turkan et al. [77] proposed an automated approach combining time-
stamped laser scans and 4D schedule information based on the object recognition
technology. The method requires converting the 3D Computer Aided Design (CAD)
model into a triangulated mesh format, and, based on the number of recognized
objects, it shows the progress in percentage values. In the study by Reja et al. [108],
the progress monitoring report is also based on percentages. The proposed method
directly integrates the as-designed BIM model with the point cloud data and
calculates the progress based on the number of points in both models by using the
point intensity as the main parameter. The main drawback of this method is that it
has not been sufficiently tested in an occluded construction environment. Another
study by Zhang and Arditi [109] also used a methodology to calculate progress
based on the percentage of completion. The proposed method integrated a point
cloud obtained from a laser scanner with a 3D model in the .dgn format and
compared the number of points associated to the faces of the object. The
experiments of this study were carried out under laboratory conditions, and the
factors of real construction were not evaluated.

Golparvar-Fard et al. [110] proposed an automated approach for construction
progress monitoring based on photogrammetry and an IFC-based BIM model. The
authors used a color-coded scheme which marks changed and unchanged IFC
elements in red and green, while those elements whose progress is not reported
remain grey. ElQasaby et al. [111] combined a 3D object recognition technology
with 5D BIM data to track construction progress. The authors proposed an approach
which uses color coding to display the condition of each element based on its
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recognition and scheduling status. The system has limitations such as it is only
available through the Autodesk Revit platform; also, the color coding system
incorrectly identified several columns due to occlusion.

Pucko et al. [112] developed a method for automated continuous progress
monitoring by using small, low-precision scanning devices that can be attached to
safety helmets. Based on the comparison of as-built and as-designed BIM data,
deviations from the schedule are identified by listing items that are built ahead of
schedule or not built on time. To improve progress monitoring based on the
comparison of as-planned and as-built, Braun et al. [113] proposed a methodology
which combines point clouds, semantic data, and computer vision. The authors used
a machine learning-based object detection method which verifies element categories
by comparing them against the predicted data from a digital model. The main
limitation of this method is that it uses image data that can only be used due to the
photogrammetric process and the camera pose estimation, which makes the laser
scanning technology unsuitable.

1.1.3. Earthworks progress monitoring

Earthworks control is an important factor that must be considered to estimate
the optimal construction cost on a construction site. It is important from the design
of engineering structures to the construction stage [114]. Over the past 30 years,
earthworks monitoring processes have evolved significantly from the use of
settlement plates and gauges [115] to the application of 3D point clouds. In general,
the application of point clouds in the construction industry has been analyzed by a
number of researchers. Wang and Kim [116] presented the most researched
application areas of point clouds in the past fifteen years (Figure 5). Based on the
data provided, the main application areas are 3D model reconstruction and geometry
quality control, followed by construction progress monitoring and other areas.

Construction safety
management
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analysis
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4% Construction
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6%
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Others include building renovation, construction automation,
heritage applications, and robot navigation.

Fig. 5. Number of studies on point cloud applications in the construction industry [116]
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For the monitoring of the progress of construction earthworks, point cloud
applications provide a number of benefits. For example, Chae et al. [118]
investigated the automation of earthworks by capturing the earthwork environment
with a laser scanner and using the obtained information to remotely control an
unmanned excavator. Kwon et al. [118] also developed an unmanned and remotely
controlled earthworks excavation system that allows real-time fusion of two models
acquired by a 3D laser scanner and a Stereovision system. In another study, Al-
Hanbali et al. [119] presented an earthworks monitoring method using a helicopter-
based Light Detection And Ranging (LiDAR) system and a land-based mobile
mapping system. The system proposed by the authors was tested in a large-scale
civil engineering project and compared to the traditional earthworks monitoring
approaches. It was found to provide advantages, such as efficiency and reduction of
the risk of overspending the budget. The obtained accuracy of the method reached
89 cm RMS. Kim et al. [120] proposed a UAV-based point cloud and BIM
integration process for earthworks monitoring. The method was applied to a housing
construction project to monitor the as-planned earthwork design and to create an
earthwork execution plan. However, this would be difficult to achieve in practice as
earthmoving solutions are constantly changing. Another study on the application of
a point cloud to BIM was presented by Cho et al. [121] in which the authors
proposed a method for automatic earthwork volume calculation based on a digital
elevation model.

Recently, with the rapid development of 5G, digital twins, artificial
intelligence and other technologies, researchers have been applying them to improve
construction progress monitoring systems. For example, You et al. [122] presented
an earthwork monitoring system for an unmanned bulldozer based on 5G
technology. A communication system was developed for real-time data transmission
between the unmanned bulldozer and the digital construction platform, thus ensuring
safe and efficient construction. More studies on the capabilities of automated
earthworks, focusing on excavation, were presented in [123, 124]. In a recent study,
Rogage et al. [125] proposed a digital twin framework for monitoring earthworks
during the construction phase of infrastructure projects. The system is composed of
components such as IoT and BIM data, a programming interface and artificial
intelligence. It can predict equipment utilization rates and productivity, detect the
time spent on various tasks and visualize earthworks. Another study by Kamari and
Ham [126] presented a vision-based stockpile volume computation method which
automatically detects and segments objects in point cloud models by using the deep
learning approach and performs 3D semantic segmentation. Although the method
has potential for automating volumetric calculations, there are several limitations,
such as poor performance in low-light conditions or adverse effects due to
environmental changes and occlusion.

Unmanned aerial vehicles are not completely new to the construction industry,
but their application in earthwork construction monitoring has only become more
popular in recent years. The level of data obtained by UAVs is not inferior to data
collected by traditional approaches on the ground, but, with the use of UAVs, up to
30 times greater distance can be covered in a day, thus making this technology a key

33



tool for monitoring the progress of earthworks in large-scale projects [127]. The
effectiveness of drones is particularly evident when calculating the volume of the
earthwork or monitoring specific areas at risk of landslides [128, 129].

Recently, several studies have been conducted on the topic of using unmanned
aerial vehicles to monitor the progress of earthworks construction [130, 131, 132].
Akgul et al. [133] conducted a study on earthwork volume calculation comparing the
traditional method using a GNNS receiver with a UAV-based photogrammetry
technology in road projects. The results of the study showed that, in large projects,
the use of a UAV provides much more efficient data acquisition while ensuring
sufficient accuracy. In addition, a much higher density of UAV-measured points can
provide more reliable results than the use of the traditional GNSS approach. Another
study by Moon et al. [87] compared a UAV-based photogrammetry method with the
terrestrial laser scanning technology for earthworks. In the conducted study, the data
acquisition time using photogrammetry was four times faster compared to TLS, and,
although the accuracy of photogrammetry was lower, it was sufficient for
earthworks. Seong et al. [134] compared fixed-wing and rotary-wing UAVs with the
objective to estimate the volume of earthworks. Although both methods used
different ground sample distance (GSD) values in the experiment, the results showed
that the difference between the calculated amounts was not significant. In addition, it
was observed that, with an increase in the size of the GSD, the volume of earthworks
increases. The UAV-based surveying technology provides time and cost advantages
for monitoring the progress of earthworks construction. However, different aerial
photogrammetry methods have different workflows and may have a significant error
in the calculation result of the volume of earthworks, which may be caused by
various factors [114, 135]. Kim et al. [120] emphasized the importance of the
photogrammetry process and identified several factors affecting the photogrammetry
accuracy, such as image overlapping rates, surface materials, or low image
resolution. They highlighted GCPs as the most influential factor. Kavaliauskas et al.
[135] analyzed different workflows for UAV-based photogrammetry, including a
method based on GCPs, Post-Processing Kinematic (PPK) and Real-Time Kinematic
(RTK). The conducted study compared the influence of the aforementioned factors
on data accuracy considering different UAV-based photogrammetry methods and
highlighted the effectiveness and reliability of the PPK approach for earthworks
monitoring. Park and Jung [136] performed earthwork volume calculations by using
a UAV-based LiDAR system and UAV-based photogrammetry. After calculating
the volume at the survey site, the results calculated by the UAV-based laser
scanning technology showed a slightly larger difference from the GNSS survey
results compared to the UAV-based photogrammetry. Although UAVs with LiDAR
are suitable for monitoring the progress of earthworks and have some advantages,
such as the ability to penetrate foliage, this technology is currently not a popular
choice in the construction industry due to its relatively high cost and a lower
accuracy compared to UAV-based photogrammetry methods [127].

1.1.4. As-planned vs. as-built construction

Over the past decade, the interest of researchers in the topic of construction
progress monitoring has been growing annually, while mainly focusing on
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technologies such as BIM, laser scanning, or photogrammetry [137]. Monitoring the
progress of construction earthworks often only involves the calculation of volumes
and is therefore a relatively simple process, while monitoring building structures
requires more effort, as various building elements must be identified from the point
cloud by comparing the as-built point cloud data with the corresponding as-designed
BIM model [116]. When automating the monitoring of construction progress, it is
important to consider the following steps, such as capturing the existing building
data, and performing as-planned and as-built data alignment and integration into a
single model [138, 139]. It is also important that the obtained point cloud data
should meet the quality requirements for the application area. The efficiency and
accuracy of as-built data capture depends on the method used and the experience of
the engineer performing the measurements, which can influence under- or over-
quality of the data. Rebolj et al. [86] examined point cloud quality requirements for
the automation of building progress monitoring based on the identification of
building elements. The research results showed that the quality of the point cloud
data obtained by photogrammetry may not meet the efficiency requirements, as
some type(s) of elements may remain unidentified or misidentified.

As previously reviewed, one of the most reliable methods in terms of accuracy
is to capture as-is building data from a terrestrial laser scanner in the form of point
clouds, but there has also been considerable research into photogrammetry, mobile
laser scanning, and other techniques to automate progress monitoring based on
efficiency requirements, cost, and the nature of the application. Masood et al. [140]
proposed a low-cost and low-labor monitoring approach for multi-building
construction site by using crane-mounted cameras and photogrammetry techniques.
The study aimed to align as-is point cloud data of construction site with the as-
designed model by converting 3D alignment to 2D. By using a point-to-point
Iterative Closest Point (ICP) algorithm, the authors first aligned the xy projections
and then the yz projections of the top and facade of the building. Although the
method offers automated alignment, it has drawbacks, such as the cameras do not
cover the full construction site, point cloud and BIM model scales are slightly
inconsistent, or irregular building shapes may affect alignment accuracy.

Data alignment is a critical process for monitoring the construction progress
based on as-built point cloud data and the as-designed BIM model. The well-known
classical ICP method can be used to align this type of data [141, 142]. This method
is generally used to co-register two point clouds, and it performs best when the
source point cloud is close enough to the target point cloud. The ICP algorithm is
designed to find the optimal rigid transformation that can refine the alignment, by
assuming that point clouds are already roughly aligned, and it iteratively
approximates the correspondences between points by searching for the closest
distance between them, thereby improving the alignment results incrementally.
Research studies have introduced several variations based on ICP, such as Sparse
ICP [143, 144] and Go-ICP [145], to address the more difficult task of global
registration. Fontana et al. [146] tested ICP, Generalized-ICP (G-ICP), Normal
Distributions Transform (NDT) and Probabilistic Point Cloud Registration (PPCR)
algorithms for local registration problems and a TEASER++, Fast Global
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Registration and simple Random Sample Consensus (RANSAC)-based approach for
global registration problems.

He et al. [147] proposed an ICP algorithm based on the point cloud geometric
features such as density, curvature, or surface normal. Their algorithm uses these
features to search for matches between the point clouds. Bosché [148] and Bueno et
al. [149] used a plane-based registration approach to solve the coarse registration
problem by extracting planes from a laser scanning point cloud and from a 3D mesh
model. Typically, the as-built point cloud model is in a different coordinate system
is compared to the BIM model, which makes the alignment of the datasets
challenging [150, 151]. Kaiser et al. [152] presented an automatic co-registration
approach for aligning photogrammetric point clouds and images with the BIM
model when coarse alignment is not required. To calculate the transformation
parameters, the authors extracted 3D lines from the images and mapped them with
planes extracted from the IFC model by using the building model as a reference for
co-registration. However, the proposed method has several limitations, such as the
factor that high-quality textured images are required to extract the lines, and uniform
white walls have a negative impact on feature point detection.

Registration of BIM models and point cloud data presents additional
challenges, as the data is presented as a completely different file structure [139].
Previous studies tended to focus more on the laser scanned point cloud alignment
with BIM models expressed in 3D CAD or triangulated mesh formats [109, 153].
However, with the recent development of construction technologies, studies
comparing IFC with laser scanning and photogrammetric point clouds are more
relevant for automated object detection from the perspective of progress monitoring.
For example, Krijnen and Beetz [154] presented an IFC schema extension to
integrate point cloud data obtained from laser scanning with an IFC model.

After data alignment, another important process for progress monitoring is the
automated identification of objects based on captured as-built data against the as-
designed model. There are several possible options to execute this process, such as
comparing the point cloud to the BIM model [155, 156], or converting the point
cloud to the BIM model [157, 158]. The latter option is more complex as it typically
requires segmentation and classification of point cloud model elements, and also
often requires the application of machine learning, deep learning, as well as other
sophisticated approaches [159, 160, 161].

Mahami et al. [162] proposed a construction progress monitoring method
using close-range photogrammetry and computer vision. To generate the as-built
BIM model, the authors converted the point cloud to a triangular surface mesh, and,
by using this mesh model, generated a CAD model that could be compared to the as-
planned model. Macher et al. [163] presented a framework for 3D reconstruction of
building interior structures from point clouds. For the integration into BIM software,
the walls and slabs from the point cloud were generated in the IFC format, by using
.obj (Wavefront) as the transition format from the point cloud to IFC. Another
approach of IFC reconstruction from point clouds was presented by Bassier et al.
[164]. The study was based on the reconstruction of the wall geometry from
unstructured point cloud data. Although Scan-to-BIM methods look promising, they
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still require significant manual intervention and are sensitive to occlusion and noise
in the data [165].

Bariczova et al. [166] presented a wall geometry verification method using
TLS point cloud data and an IFC model. The proposed approach compares the as-
designed model with the as-built point cloud data by performing detailed
segmentation and verifies the structural elements by deriving the geometry from the
IFC file. In another study, Erdélyi et al. [167] also used regression models and
detailed segmentation and proposed a methodology to verify building elements —
such as walls and columns — by comparing photogrammetric and TLS point cloud
data with the as-planned IFC model. Meyer et al. [168] presented a voxel-based
approach for indoor construction progress monitoring, which compares the TLS
point cloud data and the BIM model. Another study by Ibrahimkhil et al. [106]
proposed a construction progress monitoring methodology comparing as-planned
BIM and as-built BIM models. In the study, the authors used mobile laser scanning
to capture as-is data and extracted the objects of interest from the resulting point
cloud. The point cloud was aligned with the as-designed BIM model to create an as-
built BIM model. An as-built BIM model was created by aligning the point cloud
data with the as-designed BIM model by using an Autodesk Revit software tool.
Kavaliauskas et al. [139] used TLS and mobile laser scanning technologies to
acquire data and performed automated object identification by extracting the vertices
of IFC elements and thus obtaining the as-designed point cloud data which was
compared with the as-built point cloud data.

Several construction progress monitoring studies have been conducted,
focusing on the comparison of the building model with the point cloud data obtained
by photogrammetry approaches. For example, Tuttas et al. [169] captured images of
the entire construction site by using hand-held terrestrial cameras to validate BIM
components against the resulting point cloud data to assess whether the building
elements have actually been built or not. Another study by Tuttas et al. [170]
investigated hand-held camera and UAV-based photogrammetry approaches by
focusing on data capture techniques and as-built point cloud data as-designed BIM
model co-registration. Recently, Meyer et al. [171] proposed a geometric BIM
verification method for indoor construction by using an Apple IPhone, DJI Inspire 2
UAV, and a Sony Alpha hand-held camera. The accuracy of the latter methods was
found to be sufficient to verify the building elements, but not when millimeter-level
accuracy is required. However, in some cases, the deviations were too large due to
insufficient measurement, and the process itself requires extensive effort to make
accurate and reliable measurements.

Several studies have been conducted focusing on UAV-based approaches for
construction progress monitoring by comparing UAV photogrammetric data with
the BIM models of buildings. Anwar et al. [172] proposed a framework based on
volumetric comparison between a BIM-based Aufodesk Revit model and a 3D model
in the .obj format generated from UAV data. In the presented approach, the UAV
was flown at heights of 20, 30 and 50 meters while using different camera angle
settings to capture images of a single-story residential apartment building. However,
due to the data quality, data acquisition altitude, as well as some other factors, errors
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could not be avoided, and the average accuracy of measuring the control points was
found to be about 12 centimeters in all the studied cases. Another study by Qu et al.
[173] used a UAV-based oblique photogrammetry approach for automated
construction progress monitoring in a construction project of a triangular column
structure 70-meter high chimney building by flying at an altitude of 100 meters.
However, the proposed automated process suffers from several drawbacks, such as
the occurrence of holes in the photogrammetric model due to geometric distortion or
the need for manual intervention for geometric corrections. In addition, when
comparing the as-built photogrammetric model to the as-planned BIM-based model,
there are challenges to compare the planes inside the exterior structures, because the
UAV camera cannot capture them due to occlusions. Although the application of
UAVs inside a building is limited, future developments in autonomous indoor UAV
technology have potential for automating indoor construction progress monitoring in
terms of safety and efficiency [127, 171].

Recent studies have investigated the feasibility of automatically updating the
as-planned BIM model to reflect the as-is conditions of the building by using laser
scanning and parametrization techniques. Yang et al. [174] proposed an Autodesk
Revit-based BIM model generation approach for steel structures using Dynamo.
However, the study has several limitations, such as the fact that the point cloud
segmentation process is carried out manually, and the study only covered four
common types of structural components. In another study, Wang et al. [175]
presented a parametric BIM generation method for Mechanical, Electrical, and
Plumbing (MEP) elements by automating the process of detecting and modelling
regular and irregular MEP elements. The drawback of this method is that if the
directions of the MEP components are not aligned beforehand with the main
directions of the building, detection challenges may arise. Rausch and Haas [176]
proposed an automated parametric approach focusing on updating the shape and
pose of BIM elements from laser scanned point clouds. The presented work focused
on automatic BIM updating to fit the as-built geometry of concrete foundations.

Researchers have conducted a number of studies on effective construction
progress monitoring by using diverse and complex methodologies with multiple
concepts and technologies based on computer vision [177], vision-based deep
learning [178], machine learning [179], and other technologies. For example,
Gordon et al. [180] proposed a Scan-to-BIM methodology for the automated
detection of BIM elements by using photogrammetry and laser scanning with the
Apple iPhone 12 Pro. In order to determine the possible locations of BIM elements,
the authors used the currently existing statistical and computer vision techniques.
The quality of the output of this method was affected by occlusion, noise, and
missing data. Data noise can be caused by various measurement errors [181].
However, one of the main challenges for object detection is occlusion. Braun and
Borrmann [182] observed that the use of deep learning or machine learning
techniques has the potential to improve object detection in construction
environments through image analysis, but this approach necessitates a significant
number of images to be labelled, which is a manual and time-intensive task.
Therefore, the authors proposed an automatic labeling methodology based on
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information obtained from the photogrammetry process and object information
extracted from the BIM model. Nevertheless, there is a noticeable gap between
computer vision techniques for indoor object detection and outdoor structure
monitoring related to occlusion, lighting conditions, and camera movement [183].

Several other point cloud-based object recognition approaches have been
introduced. They use automated segmentation and classification, such as
automatically segmenting static and mobile laser scanning point clouds and creating
3D surfaces [184], voxel-based segmentation of 3D point clouds, where a huge
amount of training data is not required, which allows to significantly save time for
creating labeled datasets, thus providing a significant advantage over the deep
learning and machine learning techniques [185], as well as some other approaches
[186, 187, 188].

1.2. Identification of Potential Applications for Progress Monitoring

In the course of the literature review, it is important to define the scope of
construction progress monitoring and to determine the data acquisition tools and
methods that will be used for experimental research. Next, by extracting the most
relevant information and considering its practical applicability, the literature review
aims to provide clarity and understanding in choosing the right tools and
methodology for research experiments.

1.2.1. Construction phases

The construction process consists of several phases required to complete the
project. However, the understanding of construction stages can be somewhat
ambiguous. For example, some stakeholder-run and scientific studies consider
construction phases as pre-construction, construction, and post-construction [189,
190]. The pre-construction phase includes initiation, planning, bidding,
specifications, scheduling, etc. The construction phase is conducted when
construction is executed to meet the project goals, and it includes all aspects of
construction. Meanwhile, post-construction is considered as the closing phase of the
project. Construction phases can also be divided into design, operation and
management and other phases [191].

This thesis investigates the monitoring of construction progress during the
construction phase. In order to effectively manage complex construction projects, it
is necessary to divide them into phases based on the construction process. Since the
construction phase includes all aspects related to construction execution, this phase
can be divided into several phases, such as earthworks, structural construction,
MEP, completion, and other phases depending on the nature of the works [192,
193]. Based on a general approach, earthworks, structural works, MEP and finishing
works can be named as the main phases of construction execution (Figure 6).
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Fig. 6. Main phases of construction execution

1.2.2. Practical applicability of data acquisition for construction progress
monitoring

There are several different data acquisition technologies that can be used for
automated construction progress monitoring, such as the Geographic Information
System (GIS), the Global Positioning System (GPS), barcodes, Radio Frequency
IDentification (RFID), laser scanning, photogrammetry, videogrammetry, etc., but
all these technologies can be divided into four main categories, such as laser
scanning, site images, site videos, and tracking and sensing [105].

However, the results obtained by videogrammetry are greatly influenced by
factors such as the camera quality, the video quality, the lighting conditions, and
other factors, and the approach itself does not ensure sufficient accuracy compared
to laser scanning or photogrammetry [194, 195].

A tracking and sensing technology, such as RFID, is more time-saving
compared to the traditional visual inspection, but it is relatively expensive and runs
into challenges, such as RFID systems being not very accurate; also, object
recognition problems arise if several tags need to be detected at the same time, or if
certain materials (such as metal and concrete) cause interference [196, 197].

For construction progress monitoring, photogrammetry is a cost-effective and
efficient approach to obtain reasonably accurate point cloud data [137], while laser
scanning is considered one of the most reliable methods to ensure the accuracy [72].
Advanced computer vision and machine learning techniques can be integrated to
improve the results, but these are complex methods with some limitations, such as
the need to manually label images or objects, along with many other factors that
affect the performance of these approaches [183].

The application of as-is construction data in the form of a point cloud is widely
studied in the scientific community. Most studies investigated point cloud data, by
applying it to 3D modelling, geometry inspection, and then to construction progress
monitoring [116]. However, all of these mentioned application methods are
interrelated and are important for improving construction progress monitoring.
Collecting as-is information in the form of a point cloud is a practical and promising
approach in the construction industry. Compared to the traditional approaches, a
significantly larger amount of data is acquired within a much shorter timespan, and
the geometry of the obtained data can be compared with the as-planned 3D model.

40



Therefore, such data has great potential to improve the effectiveness of progress
monitoring through automation.

Various technologies, such as photogrammetry, terrestrial laser scanning, total
stations (TS), or GPS receivers, can be used to control earthworks. TS is considered
to be one of the most accurate methods for making measurements in construction
and is usually used in practice for precise measurements of buildings, roads, bridges,
and other measurements where millimeter-level accuracy is required. TLS in
earthworks can achieve a similar accuracy and a significantly more time-efficient
data acquisition efficiency compared to TS, while the GPS-RTK receiver may have
a slightly lower accuracy [78]. However, TLS is not a popular solution for earthwork
monitoring in building construction projects because it is a relatively expensive
technology, the time efficiency of data acquisition can be greatly affected by the
ground conditions due to the line of sight, and the accuracy can be negatively
affected by the vertical angle of the instrument due to uneven ground. UAV-based
LiDAR systems do not provide higher accuracy for earthworks while being more
expensive. Meanwhile, in the construction phase, UAV-based photogrammetry is
cost-effective, and the data accuracy is comparable to the traditional earthwork
survey approaches.

Despite being relatively expensive, TLS is practically the most reliable way to
capture structural data for building construction, as the accuracy of the data is of
particular importance here. However, this technology is not efficient in terms of time
and when bypassing line-of-sight obstacles. UAV-based photogrammetry has
limitations in terms of accuracy and obstacles in capturing data inside a building,
which makes the technology difficult to apply in practice. In the future, autonomous
UAV technologies could be applied to capture building interior data. However, in
general, when using photogrammetry indoors, limitations, such as lighting
conditions, remain. A mobile scanning technology could be practically used to
monitor the construction progress, improving time and occlusion avoidance factors,
but it would result in a lower data accuracy.

Monitoring the MEP progress by using point clouds obtained from
photogrammetry or laser scanning is not practical for several reasons. At this
construction phase, for example, laser scanning can provide information on the
location and orientation of MEP components, but it is necessary to ensure that the
data is accurate, which can be a time-consuming process. Also, obtaining accurate
data requires good access to the objects to be scanned, and certain locations may be
difficult to access or even completely inaccessible at this phase of construction.
Additionally, progress monitoring during this phase is limited by occlusion, where
the view of one pipe, for instance, is blocked by other pipes, and small components,
elbows, T-connections, or partially hidden objects may thus not be detected [156].
Therefore, laser scanning or photogrammetry methods for monitoring progress
during the MEP phase may be impractical.

During the completion phase of indoor construction, progress monitoring by
using photogrammetry or laser scanning approaches also has several challenges that
may reduce benefits of this process. During this construction phase, most of the
work is related to aesthetic improvements, the space can be cluttered with various
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objects, occupied by furniture, or finishing materials, which makes it challenging to
capture all surfaces and obtain detailed and accurate as-is data. In addition, the
reflection and texture of certain materials, a low resolution, or the lighting
conditions can also affect the accuracy of the data, and the as-designed BIM model
is required to be very detailed [198]. Capturing as-is data under such conditions can
be time-consuming and can increase the cost, which is bound to make the
monitoring process inefficient and impractical.

1.2.3. Scope definition for the methodology and experimental research

As mentioned above, the construction phase can be divided into four major
groups of works, such as earthworks, structural construction, MEP, and finishing
works. Photogrammetry and laser scanning in the form of a point cloud are among
the approaches with the greatest potential for data acquisition and for improving the
efficiency of construction progress monitoring. Currently, the application of these
technologies in MEP and finishing works is very limited and may provide little
practical benefit. Therefore, the scope of this thesis is limited to monitoring the
progress of earthworks and structural construction by applying point cloud data
derived from UAV-based photogrammetry and laser scanning. Data capture
techniques were used for the experiments based on practical application.
Considering the practical application of technologies for monitoring progress in the
construction phase, the methodology and scope of the experiments are shown in
Figure 7.
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Fig. 7. Methodology and scope of experiments

As shown in Figure 7, the scope of this study consists of two major categories
of works in the construction phase: earthworks and structural construction. MEP and
completion works were not considered in this research.
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Earthworks control is an important process during the construction execution,
which can have a significant impact on the cost of the entire construction project.
However, in practice, the process of earthworks is still often controlled by counting
the waybills of the incoming and outgoing quantities, visual inspection, or, to some
extent, by performing manual measurements. It is not uncommon for disagreements
to arise between the contractor and subcontractors regarding the quantities of work
performed. In addition, manual measurement can be unsafe in many cases, as a
worker has to climb into trenches and onto slopes. Considering the practical
applicability, UAV-based photogrammetry is used for the progress monitoring
experiment in this construction phase.

Another important phase is the construction of building structures. Although
nowadays almost every construction has the as-planned BIM model, but the
monitoring of work progress is also often done manually. In this construction phase,
the most appropriate way is to monitor the progress by comparing the as-built data
with the as-planned model. Since the identification of structural elements requires
accurate data, the TLS technology was used in the experiment considering its
practical applicability. Additionally, a mobile laser scanning technology has been
tested, which may also be a practical option when a lower accuracy is acceptable.

Based on previously published studies, this thesis examines automated
construction progress monitoring by using photogrammetry and laser scanning
techniques during the construction phase. In the construction phase, these
technologies are practically applied in earthworks management and building
construction. For works such as MEP or finishing works, the application of these
technologies in real construction conditions has no practical significance. There is a
general opinion that, during the construction phase, it is most effective to use UAVs
to monitor the progress of earthworks, and to use static laser scanners to monitor the
construction progress of the building. This is because earthworks construction
projects are typically large-scale, and, in building construction, data accuracy is of
particular importance. In terms of cost-effectiveness, UAV-based photogrammetry is
a popular choice for earthworks management. Previous studies examined various
UAV-based photogrammetry techniques, such as PPK and RTK, and used a variety
of UAVs ranging from standard to modified unmanned aerial systems. However,
there is a lack of research considering the practical applicability and comparison
with the traditional methods in terms of efficiency, reliability and accuracy.
Therefore, this thesis explores different advanced photogrammetry workflows and
uses such UAVs which are being widely used in the industry. This allows evaluating
the performance of different workflows and comparing the impact on the traditional
nature of work under real construction conditions. On the other hand, in building
construction, the main challenges arise from the constantly changing environment
and occlusion at construction sites. Obtaining accurate, high-quality data under these
conditions is challenging, and point cloud data often contains noise, outliers, or
missing information. First, it poses challenges for data alignment. In addition, under
such conditions, the ability to capture the full surface of the object with a laser
scanner is limited, which makes the object detection process challenging. Based on
the challenges mentioned in previous studies, the present thesis undertakes to
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develop a methodology which shall allow to align and integrate the scan data with
an [FC model and automatically identify objects in a 3D point cloud even when they
are not fully scanned, or when the data contains noise and outliers.

1.3. Chapter Conclusions

1.

44

A number of studies conducted show that the application of 3D point cloud data
in the construction industry, including integration into the BIM technology, has
grown over the past decade and is still a popular topic among the researcher
community. There is a general consensus that photogrammetry and laser
scanning technologies using point cloud data contribute to more effective
monitoring of the construction progress. However, it has been recognized that the
level of automation of this process is limited due to the ever-changing
construction environment, and the problem of occlusion still remains a major
challenge.

In construction, works are divided into many different categories, depending on
their nature, and therefore the construction process requires clear understanding
of its phases. The construction phase typically consists of work categories, such
as earthworks, structural construction, MEP and completion works. Effective
monitoring of the construction progress during the construction phase is critical
to the successful completion of a construction project.

. UAV-based photogrammetry can be a cost-effective and efficient way to obtain

reasonably accurate point cloud data during the earthworks construction phase.
Meanwhile, laser scanning is considered one of the most reliable methods for
ensuring accuracy in the structural construction phase. Both approaches can
produce data in the 3D point cloud format. However, the use of these techniques
in the MEP and completion phases has several limitations that may provide only
limited practical benefits to the progress monitoring process. According to the
above-mentioned aspects, the methodology and scope of the experiments have
been defined.

Earthworks management during construction is an important aspect in
determining the most cost-effective construction method. This consideration is
significant throughout the construction phase. The reported accuracies of UAV-
based photogrammetry approaches are similar to those of the conventional
methods using GNSS receivers. However, further investigation is still needed in
terms of reliability and efficiency under different workflows.

. BIM is generally underutilized for earthworks in building construction projects.

Therefore, point cloud to point cloud comparison or point cloud to digital
elevation model comparison methods are commonly used to automate the
progress monitoring process. Meanwhile, BIM, especially IFC models, are
widely used in building construction. Here, progress monitoring requires a
comparison between IFC and a 3D point cloud, which is a challenge due to the
alignment and integration of data from different structures.



2. APPLICATION IN THE EARTHWORKS CONSTRUCTION

In this thesis, construction progress monitoring experiments shall be conducted
by analyzing UAV-based photogrammetry and 3D laser scanning technologies.
Although these technologies are based on point clouds, their workflows, methods,
tools and practical applications differ and are used to monitor different types of work
during the construction phase. Accordingly, experimental research objects, methods
and tools are described in separate chapters to facilitate the reader’s understanding.
Chapter 2 presents the research of construction progress monitoring when using the
UAV-based photogrammetry technology for earthworks management, and describes
the research object, methods, tools, experimental results, and conclusions of the
chapter. Meanwhile, Chapter 3 proposes a methodology for monitoring the building
construction progress by applying 3D laser scanning and BIM technologies. In
Chapter 3, the research object, methods, tools, results and conclusions are presented
for the case of the laser scanning experiment.

This chapter explores traditional and UAV-based photogrammetry workflows
for automated progress monitoring during the construction phase of earthworks. A
research article with the methodology and results of this experimental study has
been published by Kavaliauskas et al. [135] in a scientific journal. Part of the
experimental research results have been presented at a scholarly conference [199].

2.1. Description of the Research Object

In the case of construction progress monitoring based on UAV
photogrammetry, different data acquisition workflows were analyzed, and the
accuracy and efficiency of data acquisition were compared. Considering the findings
of the literature review, UAV-based photogrammetry in construction can be most
effectively applied in monitoring the progress of earthworks. Therefore, in this case,
the tested site was a 36 ha (ca. 89 acres) quarry in Lithuania, in Trakai District,
which contained gravel and crushed stone stockpiles with an approximate height of
up to 5 m (Figure 8). This site was selected for the research due to its relatively large
scale to assess the efficiency and accuracy of data acquisition. The research required
several UAV flights and safety considerations. Therefore, it was considered that the
site was not in operation at the time of the investigation.
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Fig. 8. Testing site mesh model processed with Bentley ContextCapture software

Additionally, the UAV-based photogrammetry approach was tested for
progress monitoring in a real industrial building construction project. The
construction site was located in Kaunas City and covered an area of approximately
16 ha (ca. 39.5 acres). The project included the construction of a factory, which also
required a substantial amount of earthwork, as shown in Figure 9. The area of this
site was smaller compared to the main study at the quarry site, but the calculations
of the quantities of earthworks were more complex and more concentrated. This
research object was intended as a follow-up study to explore the practical benefits of
UAV-based photogrammetry for automated construction progress monitoring.

Fig. 9. Testing site mesh model processed in the Propeller Aero platform

2.2. Methods and Tools

This experiment explores three different automated data acquisition workflows
using UAVs based on their practical applicability in construction. The automated
workflows were compared with each other and with the traditional approach used in
the current practice. First, measurements were made by using a traditional method
that was used as a baseline for evaluating automated approaches, considering the
impact on the nature of the work in terms of accuracy, reliability, and time.

In the experimental study, a ground-level survey with a GNSS-RTK receiver
was considered as the traditional approach. Data processing in this case was
performed with Autodesk Civil 3D software. Meanwhile, UAV-based
photogrammetric workflows, such as Post-processing kinematic, Real-time
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kinematic, and based on GCPs were used for automated data collection. This study
relied on photogrammetric workflows rather than on comparing photogrammetric
software. Many photogrammetric software tools have already been explored and
compared in scientific studies. Therefore, professional and advanced
photogrammetry software was selected for the study, which was based on the
analyzed workflows. Data from RTK and GCPs-based workflows was processed by
using Bentley ContextCapture software, and the Bentley Descartes software tool was
used for data analysis. It is worth noting that Bentley ContextCapture software has
since been renamed, and it is currently called Bentley iTwin Capture Modeler.
Meanwhile, the data obtained during the PPK workflow was processed and analyzed
on the Trimble Stratus and Propeller platform. The main features of the software
used in the experiment are presented in Table 1.

Table 1. Main features of the software used in the experiment

No | Software Main features
1 | Autodesk Civil 3D | Civil engineering and infrastructure design:
e Allows creation of detailed surface models representing
the existing terrain.
e Integration of survey data.
e Earthworks calculations such as cut-and-fill volumes.

2 | Trimble Stratus, Cloud-based platform for analyzing UAV data in
powered by construction:
Propeller e UAV data integration.

e 3D visualization of construction site conditions and
construction progress.

e Earthworks calculations such as cut-and-fill volumes.

3 | Bentley Reality modeling from photographs and/or point clouds:

ContextCapture o Allows creation of highly detailed 3D models.

e Terrain, building and infrastructure modeling for
engineering and construction projects.

4 | Bentley Descartes | Reality modeling data processing software:

e Processing, editing and vectorization of raster images for
use in CAD and GIS applications.

o Allows working with reality data, such as raster, scalable
terrain models, point clouds and reality meshes.

e A volume calculation tool for comparing two meshes or
a mesh and an element.

Each method was analyzed by performing two flights at 74 m and 100 m
altitudes. The height of data acquisition was chosen based on the lower and upper
limits according to the manufacturers’ recommendations and practical applicability.
The altitude of the flight depends on several factors, such as the type of terrain, the
specifications of the camera, the purpose for which the data will be used, etc.
Determining the flight altitude requires consideration of the terrain elevation and
various obstacles, such as cranes, transmission towers, or tall buildings. For
monitoring the progress of earthworks, it is fundamentally important to choose the
optimal flight height. Flying at low altitude results in a smaller Ground Sample
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Distance (GSD), which results in higher resolution images. GSD represents the
distance between the center points of each pixel on the ground, which also
corresponds to the real-world size of one pixel in the images. A photogrammetric
model cannot be more accurate than the size of each pixel. For example, when
collecting data with a DJI Phantom 4RTK from a height of 30 m, a GSD of 0.82
cm/px is obtained, which means very high resolution images. Although high-
resolution images are available that can produce a more detailed photogrammetric
model, in practice, UAV-based photogrammetry is unlikely to achieve an accuracy
higher than 2 cm horizontally. In addition, when flying at a low altitude, especially
for large-scale projects, more effort is required to ensure a sufficient photo overlap, a
significantly larger amount of data is obtained, and a slower flight speed must be set.
This affects the efficiency of data acquisition without substantially improving the
accuracy of the data. Meanwhile, when flying above 100 m height with the same
UAV, the quality of the photos can already have a greater negative impact on the
accuracy of the photogrammetric model. More details about the flight altitudes and
other flight parameters used in this study are given in Chapter 2.3.

The experimental study consists of seven data sets which were analyzed by
comparing the accuracy of the control points and the estimation of quantities,
considering the efficiency of the earthworks control process and the reliability of the
data. The experimental scheme is shown in Figure 10.
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Fig. 10. Experimental research scheme

Control points are used to determine the scale of the photogrammetric model.
They have a critical influence on the model accuracy. During the experimental
study, 11 markers were used, which were placed in the test area to serve as ground
control points to establish the scale and check the accuracy of the model. The
boundaries of the researched area and the layout of the control points are shown in
Figure 11a. The assessment of the earth volume was carried out within the
boundaries marked in blue. In the experiment, 0.6 x 0.6 m control points made of
plywood with a black and white checkerboard pattern were used (Figure 11b). In
addition, the PPK method used Propeller Aeropoint 1.0 smart control points that
served as base stations (Figure 11c).
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During the experiment, a GNSS-RTK receiver and three unmanned aerial
vehicles were used to acquire the real earth surface data. These measuring devices
were chosen based on their practical applicability. A GNSS receiver is commonly
used for earthwork measurements in construction where millimeter-level accuracy is
not required. Meanwhile, DJI Phantom 4 RTK is one of the most popular UAVs
used in the construction industry for the mapping and surveying purposes due to
their relatively low cost along with the ability to obtain reasonably accurate data. In
the experiment, the DJI Phantom 4 PRO aircraft was also tested, which does not
have an on-board RTK technology, and its price is approximately three times lower
compared to the DJI Phantom 4 RTK version. The measuring devices that were used
in the experiment are listed in Table 2.

Table 2. Main data acquisition equipment used in the experiment

No | Device Device name Main features

1 | GNNS Trimble SPS985 RTK fixed
receiver

2 | Unmanned | DJI Phantom 4 RTK | On-board RTK technology, 20 MP camera,
aircraft mechanical shutter speed

3 | Unmanned | DJI Phantom 4 RTK | On-board RTK technology (RTK disabled),
aircraft 20 MP camera, mechanical shutter speed

4 | Unmanned | DJI Phantom 4 Pro Global positioning system, 20 MP camera,
aircraft mechanical shutter speed

2.3. Data Acquisition Workflows for Civil Construction

In this experimental study, separate data acquisition devices were used for
each data acquisition workflow. First, the earth surface was measured manually by
using a conventional GNSS-RTK receiver which is described in more detail in
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Chapter 2.3.1. This was followed by flights using three different workflows and
separate UAVs for each workflow to capture the ground surface data. A DJI
Phantom 4 PRO unmanned aircraft was used to measure the ground surface based
on the layout of the GCPs. This method is further described in Chapter 2.3.2. Two
DJI Phantom 4 RTK unmanned aircrafts were used: one for the RTK approach, and
the other aircraft for the PPK method with the RTK mode turned off. The RTK
workflow is further described in Chapter 2.3.3, whereas the PPK approach is
described in Chapter 2.3.4.

Each of the different UAV-based data acquisition methods was tested by using
the same flight and camera settings. The optimal flight parameters were set based on
previous studies [89, 90] and practical experience. With each approach, two flights
were carried out at 74 m and 100 m above the ground level. The flight altitude
significantly affects the possible flight speed and also the size of GSD. For the
UAVs used in the experiment, capturing images from a height of 74 m yields a GSD
of 2.03 cm/px, whereas capturing images from a height of 100 m yields a GSD of
2.74 cm/px. Regardless of the flight altitude, all the flight plans were set on a 2D
photogrammetry nadir pattern for automated data acquisition (Figure 12a, b). In all
cases, the image capture overlap was set to 80% for the frontal overlap and 70% for
the side overlap, while the UAVs flight speed was set to 5.8 m/s. All UAVs used in
the experiment had built-in cameras. When capturing data, the gimbal was set at an
angle of 90°, the photo ratio was 3:2, and the distance shooting mode was selected.
Capturing the surface of the ground by setting the gimbal at 90° is a common
practice. Capturing straight-down images ensures the optimal ground coverage,
minimizes distortion, and simplifies geometric calculations during photogrammetry
processing. Other settings were as follows: camera sensor width 13.2 mm, sensor
height 8 mm, focal length 8.8 mm, image width 5472 px, and image height 3648 px.
The flights were conducted in the summer time under clear skies and sunny
conditions. Since it was bright and sunny, the automatic shooting mode was being
used. An additional, smaller-scale survey was conducted under winter conditions.
The quarry was inactive during the experiments, which ensured that the ground base
was not moved during the data capture.

b)
Fig. 12. Flight plans: a) at an altitude of 74 m; b) at an altitude of 100 m
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2.3.1. Traditional method

Although various technologies such as photogrammetry, laser scanning, total
stations, or GPS receivers can be used to control earthworks, the most common
practice for earthworks in building construction projects is the use of a GPS or
GNSS receiver. The main difference between GNSS and GPS is that GNSS allows
the use of more navigation satellites, and it is therefore considered more accurate. In
this experiment, a Trimble SPS985 GNSS receiver with the RTK fixed precision
type was being used. This measurement system uses the Lithuanian POsitioning
System (LitPOS), which is the Global Navigation Satellite System infrastructure for
Lithuania. At the time the experiment was being conducted, 26 LitPOS GNSS
permanent reference stations were providing data for real-time and post-processing
applications and were covering the entire territory of Lithuania [200]. These stations
provide real-time calculated and error-corrected data from GNSS satellites.

Typically, the earth surface is measured manually by capturing x, y, z data
points every few meters depending on surface curvatures. In this case, in the areas
containing a flat surface, the distance between the measurement points ranged
approximately between 10 to 15 m, while, when measuring stockpiles, the data
points were captured every 1 to 5 m. In this way, 1108 x, y, z data points were
captured in the measured area of 5549.55 m*. By using this traditional approach, the
data capture took approximately 6 hours. Considering the travel and rest time, it can
be assumed that the ground-level survey of an area of this size can potentially take a
full working day. A similar data capture time efficiency was obtained in a study by
Abd-Elmaaboud et al. [78].

The measured area included 16 stockpiles of various sizes (Figure 13). The
stockpile volumes varied from less than 100 m® to more than 3000 m®, with a total
volume of more than 10000 m®. The measured flat earth base and stockpile surfaces
were later processed in Civil 3D software for further comparison with the data
generated by automated workflows. Figure 13 also shows random locations of the
cross-sections where the accuracy of the photogrammetric data and manual
measurements will be evaluated.
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Fig. 13. Stockpiles for volume estimation and random cross-section locations

All horizontal x, y measurements in the experiment were performed in the
European Petroleum Survey Group (EPSG) projection 3346 — Lithuanian
Coordinate System (LKS-94). Vertical point measurements were performed in the
Lithuanian State Elevation System (LASO7) by using the Lithuanian Territorial
Geoid Model (LIT15G). Automated photogrammetric surveys using UAVs were
also performed in the same coordinate systems, as the accuracy in this type of
measurement is highly dependent on data alignment based on the coordinate system.

2.3.2. Ground control points-based approach

In this stage of the experiment, a DJI Phantom 4 PRO unmanned aircraft was
used to capture the earth surface data. These aircraft do not have an integrated GNSS
RTK antenna which would allow the system to directly geotag the positioning
coordinates, by making use of ground control points critical to the accuracy of the
reality model. GPS units built into drones are not highly accurate, and they may
incur deviations of approximately up to 3-9 m from the actual x, y, z location being
recorded. In this case, the placement of control points is particularly important to
ensure the accuracy of the measurement, as the images obtained by the UAV need to
be anchored to the ground. It is necessary to ensure that the number of the control
points is sufficient, and that they are placed on the edges and inside the investigated
area [90, 91]. However, implementing such a layout strategy under real construction
conditions can be difficult and often impossible due to various obstacles, moving
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traffic, or a built-up area. With these considerations in mind, 11 control points were
placed at more or less random locations (Figure 11a).

However, the photogrammetric software vendor’s recommendations for
placement distances between GCPs were being followed. For this type of survey, the
recommended distance between control points is 20,000 pixels. In this experiment,
two data acquisition flights were performed at 74 m and 100 m above the ground,
which resulted in GSD values of 2.03 cm/px and 2.74 cm/px, respectively.
Therefore, considering the pixel size, the recommended distance is approximately
400 m when flying at an altitude of 74 m, and approximately 550 m when flying at
an altitude of 100 m. In the case of this experiment, the distances between control
points fell within the recommended limits.

This approach used standard black and white checkerboard pattern control
points that were measured by using the previously described traditional method by
using a GNSS-RTK receiver. Control points measurement information is provided
in Table 3.

Table 3. Control points measurement information

CP Northing, Easting, Elevation, H. Precision, | V. Precision,

No. m m m m m
1 6050236.702 556234.258 162.661 0.008 0.013
2 6050043.436 555982.149 159.556 0.008 0.013
3 6049904.339 555953.424 159.463 0.008 0.014
4 6050013.152 556105.802 157.799 0.009 0.015
5 6049966.717 556230.278 156.111 0.009 0.016
6 6049781.284 556206.660 155.857 0.010 0.018
7 6049821.187 556140.183 152.670 0.010 0.018
8 6049656.291 556080.627 157.837 0.010 0.017
9 6049755.716 556125.198 157.208 0.011 0.016
10 6049807.246 556330.669 158.154 0.010 0.014
11 6049985.528 556330.097 155.408 0.010 0.015

2.3.3. Real-time kinematic workflow

Real-time kinematic workflows are widely available with the current drone
technology, but questions remain as to how this technology differs from other UAV-
based workflows in terms of time efficiency, the accuracy of data obtained, and the
reliability of the method itself. RTK-enabled UAVs differ from the conventional
aircrafts, such as the DJI Phantom 4 PRO, in that the RTK technology allows for
accurate tracking of their positions and recording of GPS information during real-
time kinematic processing. With this technology, the aircraft records GPS
information and geotags images by recording the GPS location at the center of the
image, thus facilitating accurate geospatial referencing. With the RTK method,
fewer ground control points are required as the base station on the ground sends raw
GPS data to the aircraft, thus determining its position relative to the base station.
The GPS unit installed in the aircraft combines this information and, by making
corrections, refines the position of the aircraft. However, this process has an
important consideration that must be taken into account. This workflow requires
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maintaining a constant connection between the base station and the UAV while the
aircraft is gathering data, as the loss of the RTK signal makes the acquired data
unreliable.

In this experiment, a DJI Phantom 4 RTK aircraft was used to capture data,
and an aircraft radio controller with a LitPOS network RTK service was used as a
base station to investigate the RTK workflow. The flight parameters of the aircraft
were set according to other UAV-based workflows used in the experiment; also, the
main camera settings, the flight height and speed were identical. This approach also
uses control points previously located and measured by GNSS reception. Aspects of
ground control point placement are evaluated later in the data processing phase.
Except for the use of the base station, the data acquisition workflow remained
largely unchanged until this stage of the experiment.

2.3.4. Post-processing kinematic workflow

The main difference between the Post-processing kinematic and the Real-time
kinematic approaches is the processing workflow of how the base station data is
processed for correction and accuracy. When using the PPK workflow, the GPS unit
on the aircraft geotags the x, y, z coordinates of each image, while the base station
records the position data with more accurate triangulation (Figure 14). The PPK
workflow in this study was based on the Propeller Aeropoint 1.0 smart GCPs,
whereas the data collection and processing guidelines were developed by Propeller
Aerobotics Pty Ltd. These Aeropoint GCPs are used as base stations to record GPS
information. Based on the recommended guidelines at the time the experiment was
being conducted, the PPK workflow in this experiment consisted of the following
steps:

1) First, Aeropoint base stations were placed in the studied area. If the area falls
into the Propeller Correction Network, then, the base stations can be processed
and corrected automatically. In this case, this correction network was not
supported in Lithuania, and therefore it was necessary to know the x, y, z
coordinates of at least one base station. These base stations were placed on
previously measured standard control points so that the coordinates of all base
stations were known and could later be verified. The base stations were
activated to gather GPS data and remained active for at least 45 minutes as
required by the technology providers.

2) The UAV flight was launched approximately 15 minutes after the last base
station was activated. The flight time must not be less than 10 minutes, and, if
the survey area is too small, the flight mission should be paused at some point,
and the aircraft should hover for the required time. In this case, the survey area
was large enough that the flight times would exceed the recommended
minimum data acquisition time.

3) After completing the UAV survey, the base stations must be disconnected from
the GPS data acquisition process before being lifted off the ground. Once this
was done, the automatic wireless networking technology (WiFi) signal search
was immediately activated, and the data upload to the cloud-based platform
began.
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4) The next step is to upload the images obtained by the UAV to the same cloud-
based platform. After uploading the images, the two GPS data sets were
matched by using photo timestamps and post-processed by correcting the less
accurate UAV onboard GPS data and providing accurate geotags for the
images, thereby reconstructing the exact flight path.

5) After uploading the data from the aircraft and the base stations, it was necessary
to specify the coordinates of one base station. After several settings and data
checks, the final data processing was further done automatically on the cloud-
based platform.

Fig. 14. Post-processing kinematic (PPK) workflow for recording Global Positioning System
(GPS) information

As with the RTK approach, a DJI Phantom 4 RTK aircraft was also used to
analyze the PPK workflow. Although the aircraft model is the same, it must be
considered as a different device. The only difference in the flight settings compared
to the RTK workflow is that the aircraft’s RTK mode was disabled for the PPK
workflow. This means that this experiment used an RTK aircraft with the RTK
mode disabled. As in the other cases, when analyzing the PPK workflow, data was
collected from heights of 74 m and 100 m. Flying at a lower altitude significantly
increased the data collection time. With one battery, depending on the weather
conditions, the aircraft can fly for approximately 20 minutes. Accordingly, the 74 m-
high UAV survey required two flights of 18 and 19 minutes each, and resulted in
883 images in total. The details of this flight are listed in Table 4. Meanwhile, the
100 m altitude flight significantly reduced the data acquisition time as well as the
amount of data acquired (Table 5). In all the analyzed cases, the flight time was the
same, regardless of the workflow used in the experiment.

Table 4. 74-meter height PPK flight information

Flight Start date End date Number of Flight .
number and time and time images duration S APRITGy
. 9 July 2020, | 9 July 2020, . 0
Flight 1 15:29 12:48 450 19 min 100.00%
. 9 July 2020, | 9 July 2020, . 0
Flight 2 12:51 13:09 443 18 min 100.00%
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Table 5. 100-meter height PPK flight information

Flight Start date End date Number of Flight .
number and time and time images duration EHD ey
. 9 July 2020, | 9 July 2020, . 0

Flight 1 13:19 13:36 392 17 min 100.00%

The base stations used in the experiment record GPS data from satellites, and
therefore environmental interference can affect the reliability of the data obtained.
For this reason, it is fundamentally important to follow their placement guidelines.
Since these smart base stations were placed on a part of the previously measured
standard GCPs, those GCPs were selected for the placement of the base stations
while taking into account that they were in an open area so that the GPS signal
would be clear. The main considerations were to place the base stations on a flat
surface and at an angle of 15° in an unobstructed open area. It is also highly
important not to go far so that to see all active base stations, especially the one
whose coordinates are known and will be used as the ground control point. If the
base station is moved during the operation, the data may become unreliable. The
timeline of 36 ha area data acquisition when using the PPK approach is shown in
Figure 15a, b.

Timeline Timeline

Flight 2 Flight 1
Flight 1 Point 5

Point 5
Point 4

" —_— |

Point 1 Point 1

wd 00:ZT
wd 0g:TT
wd 00'T
wd 0g:T
wd 00:7
wd 00:ZT
wd 0g:ZT
wd 00:T
wd 0§
wd 00:7

Fig. 15. PPK data acquisition timeline: a) data acquisition from a height of 74 meters; b) data
acquisition from a height of 100 meters

2.4. Data Processing

The processing and analysis of the obtained 3D point cloud data was
performed by using modern software solutions. First, the data from the traditional
workflow was processed, and then the resulting surface model was imported into
photogrammetric software for accuracy analysis and comparison. The surface model
obtained by using the traditional workflow was used as a baseline for comparison
with the photogrammetric models.

The manually measured X, y, z data points using the GNSS receiver were
processed in the Autodesk Civil 3D 2021 engineering software. Based on the
imported data points, the software generated a Triangulated Irregular Network
(TIN) surface. To calculate the volumes, the ground base surface and the surfaces of
each stockpile are created separately. After creating the surfaces in the Civi/ 3D
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software, the volume of the stockpiles was calculated by using the Volume
Dashboard tool. This calculation method is widely used to control the quantities of
earthworks. After the stockpile volumes had been calculated, the same TIN surfaces
were imported into photogrammetric software to create cross-sections for accuracy
analysis. An example of the imported TIN surfaces into photogrammetric software is
presented in Figure 16a, b.

Fig. 16. An example of imported TIN surfaces into photogrammetric software: a) reality
mesh in Trimble Stratus platform; b) TIN surface imported into Trimble Stratus software

The data acquired by the DJI Phantom 4 PRO aircraft was processed by using
Bentley ContextCapture 10.17.00.39 desktop software. Since this aircraft does not
have an RTK antenna, the generation of the photogrammetric model was based on
ground control points. This approach requires a sufficient number of them, and, for
this reason, different layout schemes were used for data processing to determine how
the number of GCPs affects the accuracy of the model. During data processing,
GCPs were assigned to a certain number of 11 known points previously measured
by the GNSS receiver, and the remaining known points were used as check points.
Three layout configurations were used: 8 GCPs and 3 CHPs, 6 GCPs and 5 CHPs,
and 5 GCPs and 6 CHPs (Figure 17a—c). GCPs were used in data processing to
obtain an accurate photogrammetric model, and CHPs were used to verify the
obtained accuracy. Processing was performed by using the default triangulation and
reconstruction settings in the software. After the photogrammetric model had been
generated, volume calculations and accuracy assessment were further analyzed with
Bentley Descartes 10.07.00.15 software.
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Fig. 17. Control points layout configuration for the ground control-based approach: a) 8
GCPs and 3 CHPs; b) 6 GCPs and 5 CHPs; and ¢) 5 GCPs and 6 CHPs

The RTK survey data was also processed by using Bentley ContextCapture
software, and the resulting photogrammetric model was further analyzed with
Bentley Descartes software. The data processing procedure was essentially the same
as the previously described ground control points-based approach, but, since RTK
technology requires fewer GCPs, layout schemes with fewer GCPs were used to
generate the photogrammetric model. In this case, two layout configurations were
employed; they were using 3 and 5 GCPs. Due to human error, part of the area was
not captured during data collection, which resulted in fewer check points to assess
the accuracy. The layout configurations of GCPs and CHPs for RTK data processing
are shown in Figure 18a, b.
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Fig. 18. Control points layout configuration for the Real-time kinematic approach: a) 5 GCPs
and 3 CHPs; b) 3 GCPs and 5 CHPs

The UAV data obtained by the PPK approach was processed on the cloud-
based Propeller platform which is integrated with the Trimble Stratus software and
provides a complete UAV data processing and analysis solution. Data processing
used GPS data recorded by five Aeropoint 1.0 base stations, which were
automatically matched to image data by using image timestamps and then post-
processed to correct the less accurate UAV-derived GPS data. A single Aeropoint
base station serves as a ground control point and can be sufficient for most quarries
or construction sites of up to 60 ha, provided that there are no significant elevation

58



changes on the site being surveyed. All other Aeropoint base stations function as
validation checkpoints to verify the PPK data. In this case, during data processing,
one Aeropoint base station was selected as the ground control point, while the other
four base stations acted as checkpoints to confirm the accuracy of the PPK data. In
the processing software, it was mandatory to specify the coordinates of the selected
ground control point. All the coordinates of the base stations were known as the base
stations were placed on the same markers which had been previously measured by
the GNSS receiver and used to analyze all other workflows. Therefore, one ground
control point (control point number 4 as in Figure 1la) was selected for data
processing, and the remaining ten known points were used to evaluate the accuracy
of the model. The layout configuration of GCPs and CHPs for PPK data processing
is shown in Figure 19a. An additional experiment was conducted in winter to
observe the influence of weather conditions on the accuracy results. The data was
obtained in a smaller area, as changes had occurred in another part of the study site.
In this small-scale experiment, five Aeropoint base stations were used for data
processing and accuracy assessment, one of which served as GCP, and the
remaining four contributed as CHPs (Figure 19b).

: 2 & cup
. g & ccp

a) b)
Fig. 19. Control points layout configuration for the Post-processing kinematic approach: a) 1
GCP and 10 CHPs; b) 1 GCP and 4 CHPs

The accuracy of the methods analyzed in the experiment was evaluated by
comparing the calculated volumes of the stockpiles and the deviations of the x, y, z
coordinates of the control points. First, volume calculations and control point
measurements were performed by using a traditional method employing a GNSS
receiver. Then, photogrammetric models were generated, and the volumes of the
same stockpiles were calculated. The results obtained by all analyzed
photogrammetric workflows were compared against the results obtained by adopting
the traditional approach.

In the photogrammetric models, stockpiles were calculated by importing
stockpile boundaries calculated with Civi/ 3D software (Figure 20a—f). Some parts
of the piles sometimes had vegetation, which caused some challenges when
calculating the volumes in the photogrammetric model. Manual measurements of
data points on the earth’s surface are denoted by advantages in this case, as the
actual situation is evaluated on site, and the GNSS receiver can penetrate through
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the vegetation and capture the earth’s surface data ‘as-is’. Meanwhile,
photogrammetric models can perform automatic ground extraction by removing
vegetation and other objects, while leaving only the earth terrain in the model.
However, this process is not always error-free, and it thus requires additional review
after the extraction has been completed. In the experiment, the vegetation was
removed manually, and the data points in those areas were adjusted to match the
ground surface in order to obtain greater accuracy.

e) f)

Fig. 20. Example of the boundaries used for stockpiles volume calculation. Stockpile number
3: a) the view in Trimble Stratus platform; and b) the view in ContextCapture software with
50% mesh transparency. Stockpile number 15: ¢) the view in Trimble Stratus platform; and
d) the view in ContextCapture software with 50% mesh transparency. Stockpile number 16:

e) the view in Trimble Stratus platform; and f) the view in ContextCapture software with
50% mesh transparency
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The accuracy of the x, y, z data points was evaluated by measuring the marked
control points on the photogrammetric model and comparing the difference with the
measurements obtained by the traditional approach. In photogrammetric models, the
software provides an automatic report of the control point accuracy. However, for a
more reliable assessment of accuracy, the marked control points were measured
manually by using a cursor (Figure 21a—f). In the figure, the centers of the images
show the X, y coordinates obtained with the GNSS receiver and compared with the
coordinates obtained from the photogrammetric model. Due to the limited resolution
of the images, the precise measurement of the x, y values may be affected. Pre-
processing can help improve the image quality, including resolution adjustment,
noise reduction, etc. However, in this case, the data was acquired under sunny
weather conditions and was considered to be of sufficient quality. Image pre-
processing can be time consuming, and its use in practice where time is of essential
value would not be reasonable. For the above reasons, data pre-processing was not
considered in this experiment. In addition, the main focus of the study was

emphasized z-value analysis.

<)
f)
Fig. 21. Measurements of the coordinates of the control points in the photogrammetric
model. The centers of the images show the x, y coordinates obtained with the GNSS
receiver. Example of measurements on the Trimble Stratus platform: a) point No. 4; b) point

No. 5; ¢) point No. 6; example of measurements in Bentley Descartes software with mesh
transparency set to 50%: d) point No. 2; e) point No. 4; f) point No. 9

e)

2.5. Experimental Results of Earthworks Control

The results of the study are presented in the following way: Chapter 2.5.1 and
Chapter 2.5.2 evaluate the accuracy of the analyzed approaches, Chapter 2.5.3
examines the automation efficiency of the methods, and Chapter 2.5.4 provides
examples of cases of real use.
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2.5.1. Volume estimation analysis

The accuracy of the methods analyzed in the experiment was evaluated by
comparing the stockpile volume results calculated by each method and the
difference in the X, y, z coordinates between the eleven known points.

The volume estimation was analyzed by examining 16 stockpiles of various
sizes. First, the analyzed stockpiles were measured by using a Trimble GNSS
receiver, and their volume was calculated by using Civil 3D software. The total
estimated volume of 16 stockpiles was 10532.18 m’. A report of the volume
calculation results for each stockpile is given in Table 6. These measurements were
used as a baseline to evaluate the accuracy of the UAV-based photogrammetric
approaches.

Table 6. Report of conventionally calculated stockpile quantities

Name 2D area, m? Net, m®
Pile 1 87.66 91.95
Pile 2 790.59 1407.86
Pile 3 427.14 832.19
Pile 4 1107.03 3046.91
Pile 5 390.47 623.28
Pile 6 316.83 475.5
Pile 7 55.60 48.22
Pile 8 102.60 115.7
Pile 9 177.34 242 .96
Pile 10 53.27 36.21
Pile 11 160.91 2554
Pile 12 184.48 228.59
Pile 13 217.71 255.57
Pile 14 166.90 175.31
Pile 15 493.98 1185.39
Pile 16 817.04 1511.13
Total 5549.55 10532.18

After establishing a baseline for accuracy assessment by using a ground-level
survey, volumes within the same boundaries were calculated in the photogrammetric
models. In the processing of the data obtained by the GCPs-based approach, three
control point layout schemes were used, of which, the configuration of 6 GCPs
provided the most reliable results of the photogrammetric model. This model was
further used for the stockpile volume estimation analysis, while the remaining
photogrammetric models processed by using 5 and 8 GCPs layout configurations
were discarded from further calculations. The results obtained by using these layout
schemes are described in more detail in Chapter 2.5.2.

During the acquisition of data from a height of 74 m by using the RTK
method, the RTK signal was lost, and the data became unreliable for further analysis
and was therefore discarded. Meanwhile, the data obtained from a height of 100 m
was reliable, but, due to a flight planning error, not all of the studied area was
captured. For these reasons, the RTK method was further investigated on a smaller
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scale basis, including five stockpiles totaling at approximately 3800 m® in volume
for accuracy assessment. Table 7 shows a comparison of each stockpile volume
obtained by all the methods considered in the experiment, including the results of a
full-scale survey of 16 stockpiles and the results of the small-scale survey obtained
by the RTK method consisting of 5 stockpiles.

Table 7. Comparison of each stockpile volume obtained by all analyzed methods

Pile rgcljiiir PPK approach 6 GCPs-based approach apl;;[ola(ch
No. | Ground- | 74 meters | 100 meters | 74 meters | 100 meters | 100 meters
level, m®* | height, m® | height, m® | height, m® | height, m® | height, m®

1 91.95 96.95 94.57 95.09 94.95 —

2 1407.86 1285.00 1254.00 1280.17 1273.18 —

3 832.19 791.00 775.00 797.65 791.79 800.72

4 3046.91 3210.00 3187.00 3119.22 3003.53 —

5 623.28 598.00 582.00 650.09 639.56 —

6 475.50 421.00 413.00 430.66 411.46 —

7 48.22 51.65 49.17 50.80 49.10 —

8 115.73 117.00 114.00 114.65 114.44 —

9 242.96 239.00 236.00 236.13 229.00 237.29

10 36.21 35.15 32.82 36.35 36.00 35.31

11 255.40 236.00 230.00 226.56 223.05 —

12 228.59 210.00 194.00 219.38 219.19 —

13 255.57 266.00 266.00 267.28 253.86 —

14 175.31 157.00 153.00 161.34 154.25 —

15 1185.39 1101.00 1094.00 1060.42 1053.92 1068.88

16 1511.13 1511.00 1499.00 1512.46 1492.87 1526.81

Examination of the results for each stockpile shows that, in most cases, the
differences between the photogrammetric methods and the ground-level survey
results are negligible. In some stockpiles, the differences were more significant, for
example, in stockpile No. 2, a larger volume was estimated by the traditional
method, while stockpile No. 4 had a larger volume in three out of four cases as
determined by the photogrammetric approaches. However, when examining each
stockpile separately, no correlation was found between the results obtained by
different methods. Figure 22 and Figure 23 show the comparison of the total
quantities obtained by each method.
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Fig. 22. Total volume comparison of 16 stockpiles obtained by different methods
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Fig. 23. Total volume comparison of 5 stockpiles obtained by each method

When analyzing the total quantities, a correlation between the different
approaches can be observed. Ground-level survey results provided the largest
volume when analyzing the full-scale survey, as well as when analyzing smaller-
scale results. When comparing the photogrammetric methods, a correlation was
observed between the calculated results depending on the GSD value. The height
from which the images were captured had a relatively small effect on the obtained
results, and, when analyzing all methods in a full-scale study as well as in a small-
scale experiment, the difference between the results obtained from different heights
did not exceed 1.44% on average. Although the difference was not significant, it was
observed that the results calculated by using the higher resolution images produced
larger volumes.

For the ground-level survey, the total calculation results for 16 stockpiles
differed by 1.96-4.67% from the UAV-based approaches, while in the 5-stockpile
small-scale survey, the traditional estimates differed by 3.43-5.36% from the
photogrammetric results. When comparing the UAV photogrammetric methods with
each other and regardless of the flight height, the difference between the obtained
results was 0.65-2.76% in the full-scale survey, and 0.17-2% in the small-scale
survey. The PPK results from the 74 meter-high survey were the closest to the
ground-level survey results, with a difference of 1.96% for the 16-stockpile survey
and 3.43% for the 5-stockpile survey.
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2.5.2. Control points accuracy assessment

The accuracy of the control points was evaluated by comparing the deviation
of the X, y, z coordinates obtained in the photogrammetric models from the
measurements obtained by the GNSS receiver. The information of the points
measured by the GNSS receiver is presented in Table 3. The information of the same
points measured in the photogrammetric models obtained by the UAV GCPs-based
method and the PPK method is presented in Tables 8—11. Since the RTK method
captured a smaller area and not all known points were included in the
photogrammetric model, the accuracy of this method was evaluated by comparing
fewer control points (Table 12). Also, an additional smaller-scale study was
conducted under winter conditions by using the PPK workflow. In this case, 5
control points were used, which were re-measured by the GNSS receiver at other
locations unrelated to the previous measurements. The ground-level survey and

photogrammetric measurement information for these points is given in Table 13.

Table 8. CPs measurement information for the UAV 5 GCPs-based method

CP

5 GCPs-based 74 m height

5 GCPs-based 100 m height

No. Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m
1 | 6050236.701 | 556234.259 | 162.677 | 6050236.703 | 556234.255 | 162.695
2 | 6050043.431 | 555982.135 | 159.570 | 6050043.445 | 555982.142 | 159.573
3 | 6049904.347 | 555953.455 | 160.203 | 6049904.398 | 555953.411 159.576
4 | 6050013.147 | 556105.792 | 157.605 | 6050013.142 | 556105.785 | 158.040
5 | 6049966.716 | 556230.287 | 156.121 | 6049966.718 | 556230.279 | 156.137
6 | 6049781.295 | 556206.677 | 155.624 | 6049781.339 | 556206.672 | 155.742
7 | 6049821.185 | 556140.202 | 152.521 | 6049821.195 | 556140.210 | 152.157
8 | 6049656.238 | 556080.624 | 158.929 | 6049656.314 | 556080.621 157.359
9 | 6049755.709 | 556125.182 | 157.224 | 6049755.715 | 556125.199 | 157.216
10 | 6049807.246 | 556330.677 | 158.159 | 6049807.246 | 556330.668 | 158.172
11 | 6049985.544 | 556330.127 | 155.877 | 6049985.514 | 556330.097 | 155.030

Table 9. CPs measurement information for the UAV 6 GCPs-based method

6 GCPs-based 74 m height

6 GCPs-based 100 m height

IS(})). Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m

1 | 6050236.703 | 556234.257 | 162.682 | 6050236.702 | 556234.258 | 162.662
2 | 6050043.401 | 555982.133 159.564 | 6050043.416 | 555982.138 | 159.568
3 | 6049904.338 | 555953.413 159.466 | 6049904.337 | 555953.408 | 159.470
4 | 6050013.119 | 556105.788 | 157.800 | 6050013.141 | 556105.774 | 157.859
5 | 6049966.712 | 556230.288 | 156.132 | 6049966.716 | 556230.277 | 156.127
6 | 6049781.313 | 556206.672 | 155.885 | 6049781.325 | 556206.649 | 155.884
7 | 6049821.194 | 556140.204 | 152.703 | 6049821.186 | 556140.210 | 152.710
8 | 6049656.282 | 556080.681 157.989 | 6049656.304 | 556080.611 157.780
9 | 6049755.708 | 556125.191 157.224 | 6049755.716 | 556125.198 | 157.207
10 | 6049807.247 | 556330.669 | 158.166 | 6049807.246 | 556330.669 | 158.156
11 | 6049985.528 | 556330.110 | 155.434 | 6049985.526 | 556330.097 | 155.432
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Table 10. CPs measurement information for the UAV 8 GCPs-based method

CP 8 GCPs-based 74 m height 8 GCPs-based 100 m height
No. Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m
1 | 6050236.699 | 556234.258 | 162.679 | 6050236.704 | 556234.254 | 162.675
2 | 6050043.434 | 555982.142 | 159.577 | 6050043.441 | 555982.154 | 159.579
3 | 6049904.342 | 555953.412 | 159.458 | 6049904.349 | 555953.422 | 159.472
4 | 6050013.147 | 556105.800 | 157.815 | 6050013.139 | 556105.798 | 157.828
5 |6049966.713 | 556230.268 | 156.177 | 6049966.717 | 556230.265 | 156.117
6 | 6049781.310 | 556206.653 | 155912 | 6049781.311 | 556206.665 | 155.880
7 | 6049821.187 | 556140.182 | 152.685 | 6049821.183 | 556140.187 | 152.702
8 | 6049656.300 | 556080.641 | 157.841 | 6049656.298 | 556080.604 | 157.816
9 | 6049755.698 | 556125.177 | 157.328 | 6049755.715 | 556125.197 | 157.209
10 | 6049807.246 | 556330.677 | 158.165 | 6049807.248 | 556330.670 | 158.170
11 | 6049985.536 | 556330.092 | 155.433 | 6049985.525 | 556330.099 | 155.437
Table 11. Control points measurement information for the UAV PPK method
CP PPK 74 m height PPK 100 m height
No. Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m
1 | 6050236.696 | 556234.219 | 162.697 | 6050236.752 | 556234.249 | 162.724
2 | 6050043.456 | 555982.113 | 159.573 | 6050043.478 | 555982.139 | 159.579
3 | 6049904.378 | 555953.411 | 159.510 | 6049904.373 | 555953.436 | 159.460
4 | 6050013.165 | 556105.786 | 157.799 | 6050013.171 | 556105.800 | 157.762
5 | 6049966.746 | 556230.242 | 156.084 | 6049966.726 | 556230.275 | 156.055
6 | 6049781.309 | 556206.621 | 155.860 | 6049781.303 | 556206.684 | 155.842
7 | 6049821.211 | 556140.154 | 152.685 | 6049821.197 | 556140.191 | 152.668
8 | 6049656.276 | 556080.618 | 157.861 | 6049656.275 | 556080.672 | 157.910
9 |6049755.714 | 556125.178 | 157.182 | 6049755.711 | 556125.228 | 157.192
10 | 6049807.233 | 556330.654 | 158.182 | 6049807.213 | 556330.702 | 158.179
11 | 6049985.560 | 556330.067 | 155.380 | 6049985.523 | 556330.130 | 155.386
Table 12. Control points measurement information for the UAV RTK method
CP 3 GCPs-based RTK 100 m height 5 GCPs-based RTK 100 m height
No. Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m
1 | 6050236.690 | 556234.246 | 162.669 | 6050236.694 | 556234.252 | 162.662
2 | 6050043.439 | 555982.150 | 159.571 | 6050043.437 | 555982.150 | 159.567
3 | 6049904.355 | 555953.417 | 159.453 | 6049904.367 | 555953.425 | 159.474
4 | 6050013.145 | 556105.796 | 157.833 | 6050013.153 | 556105.805 | 157.832
5 | 6049966.687 | 556230.258 | 156.091 | 6049966.733 | 556230.267 | 156.106
7 | 6049821.181 | 556140.163 | 152.662 | 6049821.191 | 556140.180 | 152.691
10 | 6049807.179 | 556330.666 | 158.162 | 6049807.236 | 556330.617 | 158.256
11 | 6049985.532 | 556330.113 | 155.412 | 6049985.539 | 556330.116 | 155.421
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Table 13. Control point measurement information for the additional ground-level
survey and the smaller-scale UAV PPK method

CP Ground-level survey PPK 100 m height
No. Northing, Easting, Elevation, | Northing, Easting, Elevation,
m m m m m m

1 | 6050066.107 | 556169.741 156.523 | 6050066.145 | 556169.744 | 156.482
2 | 6049871.842 | 556259.675 | 154.222 | 6049871.845 | 556259.67 154.190
3 | 6049722953 | 556182.283 156.363 6049722.97 | 556182.271 156.348
4 | 6049730.563 | 556176.176 | 155.965 | 6049730.576 | 556176.162 | 155.978
5 ] 6049910.055 | 556146.170 | 152.203 | 6049910.095 | 556146.167 | 152.187

In practice, placing GCPs according to the correct layout scheme can be
difficult or even outright impossible for a variety of reasons, such as moving traffic,
human movement, dense built-up environments, and other various obstacles. In the
course of data acquisition, GCPs cannot be moved and must be visible in the images
captured by the UAV. A sufficient number of GCPs and their correct placement is
especially important when the aircraft does not support the RTK mode. Accordingly,
in order to evaluate the GCPs-based method, different layout schemes of the ground
control points were used in the experiment. The markers were placed according to
the recommended distance requirements of not exceeding 20000 pixels between
them, but the placement locations were random. The markers were used for different
data processing schemes by using them as ground control points and check points.
The deviations of X, y, z measurements obtained by photogrammetric methods
compared to the ground-level survey measurements were calculated by using the
Root Mean Square Error (RMSE) statistical method. The RMSE values were
obtained by squaring the differences between the conventionally measured and the
photogrammetrically measured points, adding them and dividing that by the number
of used points, and calculating the square root of the obtained result:

. 2
RMSE = /mTy”) (1)

where: y; is the actual value of each ground control point measured by the GNSS
receiver; ¥, is the predicted value of the corresponding ground control points
obtained from the photogrammetric model; n is the total number of ground control
points.

The results of the x, y, z deviations of the UAV GCPs-based and PPK
approaches for all the control points, without evaluating GCPs and CHPs separately,
are presented in Table 14. In this case, 11 control points were analyzed, where part
of these points was set as GCPs and the rest as CHPs. During data processing,
coordinates are manually specified for the ground control points, and a
photogrammetric model is generated based on them. Meanwhile, the check points do
not affect the generation of the photogrammetric model and are intended to evaluate
the accuracy. The results of GCPs and CHPs x, y, z deviations are presented in
Table 15.
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Table 14. Root mean square error (RMSE) deviations for 11 control points

Method X, m Yy, m zZ, m
5 GCPs-based GPS 74 m 0.017 0.017 0.434
5 GCPs-based GPS 100 m 0.026 0.011 0.256
6 GCPs-based GPS 74 m 0.018 0.020 0.050
6 GCPs-based GPS 100 m 0.015 0.014 0.030
8 GCPs-based GPS 74 m 0.010 0.010 0.047
8 GCPs-based GPS 100 m 0.010 0.009 0.021
1 GCP-based PPK 74 m 0.023 0.028 0.026
1 GCP-based PPK 100 m 0.026 0.024 0.038
Table 15. RMSE deviations for GCPs and CHPs separately
Method GCPs CHPs
X, m y, m zZ, m X, m y, m Z, m
5 GCPs-based GPS 74 m 0.008 0.018 0.237 0.023 0.017 0.547
5 GCPs-based GPS 100 m 0.004 0.003 0.022 0.035 0.015 0.346
6 GCPs-based GPS 74 m 0.040 0.09 0.018 0.026 0.028 0.071
6 GCPs-based GPS 100 m 0.010 0.07 0.012 0.022 0.020 0.043
8 GCPs-based GPS 74 m 0.005 0.008 0.016 0.018 0.014 0.085
8 GCPs-based GPS 100 m 0.007 0.009 0.023 0.016 0.008 0.014
1 GCP-based PPK 74 m 0.013 0.016 0.000 0.023 0.029 0.028
1 GCP-based PPK 100 m 0.019 0.002 0.037 0.027 0.025 0.038

The obtained results showed that the UAV GCPs-based method using 5
ground control points for data processing resulted in several abnormal z-values. This
could have happened for various reasons, such as an insufficient number of GCPs,
an incorrect placement scheme, or software-related issues. GCPs were manually
specified in the software based on the measurements obtained by the GNSS receiver.
However, measurement with a GNSS receiver does not ensure millimeter-level
accuracy, and the error of each measured data point can vary by several centimeters.
Inaccurate specification of the coordinates of several GCPs in the software can
determine the accuracy of the entire photogrammetric model. Therefore, expertise
and software knowledge are required to ensure the accuracy of a photogrammetric
model when using a GCPs-based workflow. Table 16 shows the z-value differences
of each control point of the photogrammetric model from ground level-survey
measurements.

Table 16. Differences of vertical reference points of UAV GCPs-based
photogrammetric model from GNSS receiver measurements

CP UAYV 5 GCPs-based UAYV 6 GCPs-based UAYV 8 GCPs-based
No. 74 meters | 100 meters | 74 meters | 100 meters | 74 meters | 100 meters
height, m height, m height, m height, m height, m height, m

1 -0.016 -0.034 —0.021 —0.001 -0.018 -0.014

2 -0.014 -0.017 —0.008 -0.012 -0.021 -0.023

3 —0.740 —0.113 —-0.003 —0.007 0.005 —0.009
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4 0.194 —0.241 —0.001 —0.060 —0.016 —0.029
5 —0.010 —0.026 —0.021 —0.016 —0.066 —0.006
6 0.233 0.115 —0.028 —0.027 —0.055 —0.023
7 0.149 0.513 —0.033 —0.040 —0.015 —0.032
8 —1.092 0.478 —0.152 0.057 —0.004 0.021
9 —0.016 —0.008 —0.016 0.001 —0.120 —0.001
10 —0.005 —0.018 —0.012 —0.002 —0.011 —0.016
11 —0.469 0.378 —0.026 —0.024 —0.025 —0.029

In the case of the 5 GCPs-based approach, half of all the vertical points
differed from the GNSS receiver measurements by more than 10 cm, and about a
quarter of the points differed within the range of 20-50 cm. Meanwhile, in the case
of the 6 GCPs-based method, a greater difference was observed only at control point
number 8. This was not unexpected as the marker was placed on the edge of the
study area. When using 8 GCPs, the overall accuracy of the photogrammetric model
was similar to that with 6 GCPs, but the difference between the control point z-
values was inconsistent. For example, control point No. 8 deviation from the
ground-level survey was very small even though the CP was placed on the edge,
while several other control points had deviations of 5.5 cm, 6.6 cm, and 12 cm,
which are relatively significant deviations in terms of accuracy. Moreover,
considering the exclusion of this CP from the calculations, it would not affect the
accuracy significantly in this case. Based on the results obtained, the 5 and 8 GCPs-
based methods were discarded in further analysis. For further analysis, 1 GCP-based
PPK and 6 GCP-based GPS methods were investigated. The vertical deviations of
each point for these methods are shown in Figure 24.
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Fig. 24. Vertical analysis of control points of 1 GCP-based PPK and 6 GCP-based GPS
methods compared to ground-level survey measurements

Vertical datum analysis showed that, in both PPK and GCPs-based
approaches, the largest deviation was observed when comparing CP No. 8 which
was located at the edge of the surveyed area. In the case of the PPK workflow, a
maximum deviation of 7.3 cm was observed when the data was captured at 100 m.
Meanwhile, for the 6 GCP-based approach, the largest deviation was 15.2 cm when
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the data was captured at a height of 74 m. This control point was used as a check
point and did not affect the accuracy of the photogrammetric model. However, the
addition of these CP values to the calculations skews the overall accuracy of the
results. For this reason, CP No. 8 was eliminated from the calculations, and the
accuracy was re-evaluated. X, y, z deviations excluding CP No. 8 are given in Table
17. The deviation RMSE values for GCPs and CHPs are shown in Table 18.

Table 17. RMSE deviations excluding control point No. 8

Method X, m Yy, m zZ, m
6 GCPs-based GPS 74 m 0.018 0.012 0.020
6 GCPs-based GPS 100 m 0.015 0.014 0.026
1 GCP-based PPK 74 m 0.023 0.029 0.026
1 GCP-based PPK 100 m 0.027 0.020 0.033
Table 18. RMSE deviations of GCPs and CHPs excluding control point No. 8

Method GCPs CHPs

X, m y, m zZ, m X, m y, m Z, m

6 GCPs-based GPS 74 m 0.004 0.009 0.018 0.028 0.016 0.022

6 GCPs-based GPS 100 m 0.001 0.007 0.012 0.023 0.021 0.039

1 GCP-based PPK 74 m 0.013 0.016 0.000 0.024 0.030 0.028

1 GCP-based PPK 100 m 0.019 0.002 0.037 0.028 0.021 0.032

Re-estimation of the results without CP No. 8 showed a significant
improvement in the accuracy of the results for the 6 GCPs-based approach, whereas
the differences were less significant for the PPK method. The obtained results are
visually represented in Figure 25. The results showed that, in the photogrammetric
models, the deviations of the x and y values from the GNSS receiver measurements
did not exceed 3 cm, and the z values did not exceed 4 cm.
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Fig. 25. RMSE deviations of PPK and 6 GCPs-based methods

To evaluate the accuracy of the RTK method, datasets obtained at a height of
100 meters with 3 and 5 GCPs processing schemes were analyzed. In this case, since
a smaller area was captured, 8 control points were analyzed to evaluate the accuracy.
The results of the x, y, z deviations are presented in Table 19.

Table 19. RMSE deviations of the RTK method for 8 control points

Method X, m Y, m zZ, m
3 GCPs-based RTK 100 m 0.027 0.013 0.016
5 GCPs-based RTK 100 m 0.013 0.020 0.039
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When testing the RTK workflow, the deviation of CPs from the ground-level
survey was negligible when using the 3 GCPs processing scheme. However, with
the 5 GCPs processing scheme, the difference in the z values was significantly
larger. Analysis of vertical points (Figure 26) revealed a deviation of 10.2 cm at
control point No. 10. Since a smaller area was captured by using the RTK workflow,
this resulted in CP No. 10 being located on the edge of the survey area. A control
point placed at the very edge may give unreliable measurement and may affect the
overall accuracy calculation. Elimination of this control point from the calculations
significantly improved the overall accuracy (Table 20).
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Fig. 26. Vertical datum analysis of UAV RTK approach
Table 20. RMSE deviations of the RTK method excluding control point No. 10

Method X, m y, m zZ, m
3 GCPs-based RTK 100 m 0.014 0.014 0.017
5 GCPs-based RTK 100 m 0.013 0.009 0.017

Additionally, a smaller-scale PPK workflow experiment was conducted under
winter conditions. In this case, five control points were used, which were re-
measured by the GNSS receiver and were unrelated to the previous measurements.
For data processing and accuracy assessment, the 1 GCP and 4 CHPs layout scheme
was used. The RMSE deviation values obtained in this comparison between the PPK
approach and the ground-level survey are shown in Table 21. The deviation results
for GCPs and CHPs for these smaller-scale PPK and RTK methods are shown in
Figure 27. Although a smaller number of control points were analyzed, the results
showed that the deviations of the z-values did not exceed 3 cm.

Table 21. RMSE deviations obtained by the PPK method in winter conditions

Method

X, m

y, m

Z, m

1 GCP-based PPK 100 m

0.026

0.009

0.026
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Fig. 27. RMSE deviations of RTK and smaller-scale PPK approaches

Summarizing on the results of all the methods, the z-values pose more
accuracy issues than the x- and y-values. The x and y deviations in all the analyzed
cases did not exceed 3 cm. Meanwhile, the z deviations when using ground control
point-based workflows had issues in most cases and required detailed analysis.
However, the results of the z values of GCPs and CHPs obtained in the experiment
did not exceed 4 cm, and the overall accuracy of x, y, z was approximately in the
range of 2-3 cm. A summary of vertical datum results among all the analyzed
methods is presented in Figure 28.
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2.5.3. Efficiency of automation

The traditional approach with a GNSS receiver required approximately 6 hours
to measure the area of 5549.55 m?. The data points were measured at every 1-15 m
depending on the curvature of the terrain. In this way, 1108 x, y, z data points were
captured in the studied area. Meanwhile, unmanned aerial vehicles required 17
minutes to capture an area of 36 ha from a height of 100 m, and 37 minutes from a
height of 74 m. The 36 ha area data capture information is provided in Table 22. The
flight altitude had a negligible effect on the data accuracy, but had a significant
effect on the flight time and the data size. The flight time at a height of 74 m was
54% longer, and the amount of the data obtained was 55% larger compared to the
flight at a height of 100 m.

Table 22. UAV data capture information for 36 ha area

Flight time Area Flight height No of images Data size
37 min 36 ha 74 m 883 3.22GB
17 min 36 ha 100 m 392 7.18 GB

However, the analyzed UAV-based workflows had specific requirements to

consider. In addition to the flight, a significant part of the data acquisition time is
spent preparing for the flight. For example, GCPs-based approaches required
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approximately 45 minutes to locate the markers for GCPs measurements. The
markers required the placement to be at least 20000 pixels apart between the ground
control points and had to be measured manually with a GNSS receiver. On the other
hand, the PPK method required only one ground control point for an area of this
size, but the Aeropoint 1.0 base stations used in the workflow had to remain on the
ground while recording GPS data for at least 45 minutes. As a result, the overall
survey time, including the UAV flight and preparation, increased to approximately
one hour. A comparison of the data collection efficiency of the 5549.55 m? area is
presented in Table 23.

Table 23. Data capture efficiency for 5549.55 m” area

Data acquisition Survey Flight Acquisition No. of data
method area height time points
GNSS-RTK | 5549 552 | Cround- 6 hours 1108
receiver level
UAV-based 5549.55 m? 74 m 1 hour Millions
photogrammetry
UAV-based 5549.55 m? 100 m 1 hour Millions
photogrammetry

The recommended operating temperature of the UAVs used in the experiment
is between 0 and +40 °C. At low temperatures, the battery may discharge faster, but
the data acquisition speed is not affected by the temperature within the specified
range. Meanwhile, the operating temperature of the GNSS receiver used in the
experiment is specified in the manufacturer’s technical specifications from —40 to
+65 °C. However, it should be noted that the specified operating temperature of the
GNSS receiver battery is down to —20 °C. The data acquisition time with UAV
photogrammetry techniques is greatly affected by the lighting conditions and the
flight altitude. In cloudy weather or under flight altitude restrictions, data acquisition
can take significantly longer, as the photogrammetry process requires high-quality
images. In addition, it is not recommended to use the UAV in rain, fog, or with wind
speeds exceeding 10 m/s.

Ground-level survey data was processed by using engineering CAD software.
Here, data is processed to calculate specific results, such as to conduct volume
calculations, and this operation requires advanced software skills. In this case, data
processing together with the calculation of stockpile volumes took approximately 6
hours of manual work. GCPs-based UAV data was processed by using desktop
photogrammetric software. In this case, data processing required software skills and
manual intervention to prepare images for model generation. In addition, generating
photogrammetric models in desktop applications required high-powered computer
hardware, which, due to being so resource-intensive, limited the performance of
other tasks at the time of processing. Meanwhile, the data obtained through the PPK
workflow was processed on a cloud-based platform. In the case of the PPK
workflow, the GPS data from the base stations was uploaded via wi-fi automatically,
and, when uploading the images to the platform, the main important task was to
manually enter the x, y, z coordinates of one known point and assign it to the
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selected ground control point. Here, data preparation for photogrammetric model
generation was straightforward, and it required minimal software skills. The
generation of photogrammetric models, regardless of the software used in the
experimental study, took approximately 610 hours. Photogrammetric models are
generated automatically, and human intervention is not required at that time. Cloud-
based processing does not require powerful computing equipment, and the computer
could be wused without performance limitation for other tasks during
photogrammetric model generation. Data processing information for all the analyzed
methods is presented in Table 24. Once the photogrammetric models had been
generated, volume measurements were obtained within minutes. However, the
photogrammetric desktop application required skills to calculate quantities, and, on a
cloud-based platform, calculations can be performed by any construction participant
without the need for a surveyor. Also, a detailed report together with visualization
can be automatically generated after stockpile volumes or other measurements have
been taken.

Table 24. Data processing information of analyzed methods

Method Processing Processing Remarks
software time, hours
Ground-level Engineering 6 Data was specifically processed to
survey CAD software produce volume results
UAV-based Desktop 310 High-powered computer hardware
approach application and software required
UAV-based Cloud-based Automated data processing process.
6-8 L . .
approach platform Minimal manual intervention

The results obtained by all the analyzed methods were similar in terms of
accuracy. However, in addition to the accuracy of the photogrammetric model and
the efficiency of data acquisition and processing, it is also highly important to
consider the reliability of the workflow. For example, when testing the GCPs-based
approach, the data produced abnormal results depending on the GCP processing
scheme. Also, the CP located on the edge of the studied area distorted the accuracy
of the results, and data re-processing was thus required to evaluate the accuracy of
the model. When using a GCPs-based approach, images are stitched together by
incorporating data from the GCPs and, first, the camera positions are calculated,
which could have been the cause of inaccuracy. Therefore, a sufficient number of
ground control points and accurate coordinates for data processing is very important.
Although a sufficiently accurate photogrammetric model was obtained during the
experiment, the conducted tests showed that additional efforts and expertise were
needed to ensure the reliability of the data when the workflow was based on ground
control points.

An RTK-based UAV workflow requires fewer control points, which thus
allows less time to be spent on flight preparation. This method is considered more
accurate because the camera positions are corrected in real time. However, when
testing this workflow, during a flight at 74 m altitude, there were gaps in the RTK
signal that were not noticed. The lost signal made the data unreliable, and the
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obtained data was not analyzed further. Despite the high accuracy of the data, the
problem of signal loss is common, and, when a signal loss is observed, a re-flight is
required.

When testing the PPK workflow, a single ground control point was used for
data processing. Since only one GCP is needed, it makes the data acquisition process
much more efficient. During the PPK experiment, the results were stable in all cases,
no corrections had to be made, and no issues occurred. In addition, the control point
located at the edge of the study area did not significantly affect the overall accuracy
of the model. The PPK method does not correct geotags to images immediately, but
rather calculates based on the actual geometries of the satellites when available. This
ensures that satellite geometry errors are corrected, and that signal gaps can be filled
later by PPK calculations. In addition, the analyzed method used a smart base station
as a ground control point. This ensured that point tuning after geotags would not
correct the point tuning of the absolute position, and that the x, y, z position in
relation to the earth’s surface would be adjusted by using a known point. During the
experiment, the PPK method demonstrated stable and reliable results.

2.5.4. Real case approaches

Since the analyzed PPK workflow demonstrated high reliability, the
technology was further tested in a real industrial building construction project. The
construction site covered an area of approximately 16 ha and required a substantial
amount of earthwork.

The use of UAV-based PPK technology in the project began immediately
after earthworks began and continued throughout the construction phase. Since the
survey area of the factory construction site was about 16 ha, it was sufficient to use
only one Aeropoint base station as a ground control point based on the experimental
research results. As check points, five additional base stations were used, which
were placed in the territory of the construction site in order to obtain information
about the accuracy of the obtained photogrammetric model. However, this workflow
has limitations because Aeropoint base stations must be in a broadly open area, as
shown in Figure 29.
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Fig. 29. An example of a well-opened area for the installation of a base station. Reproduced
from https://www.propelleraero.com/

In this construction site, there were no eligible open areas for the installation
of an Aeropoint, as there were obstacles such as buildings, trees, and high-power
electricity towers around the site. In addition, the UAV must fly over the base
station during data collection. To bypass this limitation, the flight area was simply
extended to a location suitable for placing the base station (as shown in Figure 30).
Another restriction in this location was not for a specific workflow, but for the
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general use of unmanned aircrafts, as the flight height was limited by the authorities
to a height of 30 m above the ground. Initially, several flights were made at a height
of 30 meters, where each flight consumed approximately three and a half batteries,
and the flight time for surveying the area was about 70 minutes in total. When high-
rising equipment, such as cranes, appeared on the construction site, it became
necessary to carry out flights at a more elevated height. Since the flight height at the
survey area was restricted, permission from the authorities was required to carry out
flights at a higher altitude. The process of obtaining the permit was not complicated,
and, after obtaining the permit, further flights were carried out at a height of 60 m.
The flight at a height of 60 m only consumed one and a half batteries and took
approximately 30 minutes of the flight time in total. The accuracy of the obtained
data in relation to the flight height in this case was not analyzed in detail, but no
significant effect was observed.

Fig. 30. Dashed line represents the extended location where the GCP was installed

In order to effectively monitor the progress of the earthworks, flights were
conducted continuously once or twice a week during the entire construction phase of
the earthworks. Therefore, a solid ground control point with known z, y, z
coordinates was established, on which, the base station was always placed, thus
eliminating the need for the arrival of a surveyor.

First, to plan and control the progress of the earthworks, the axes and building
boundaries were imported into the photogrammetric model in the CAD format, as
shown in Figure 31. The x and y accuracy of the photogrammetric model was
assessed by visually comparing the design drawings in the LKS-94 coordinate
system, by superimposing them on the photogrammetric model. For example, axes
were exported from design CAD drawings and imported into the Propeller platform
for comparison. Since the CAD drawings and the photogrammetric model were in
the same coordinate system, it was possible to compare the work done in the
photogrammetric model with the design drawings. In the example presented in Fig.
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32, the location of the column installation was visually assessed. In the
photogrammetric model, the center of intersection of the axes visually corresponded
to the center of the column. In this way, it is possible to visually check whether the
photogrammetric model is correctly aligned in the x and y coordinate system, and, at
the same time, to follow the progress of the construction work and control the
location of the installation of structures.

Fig. 31. Axes and building boundaries are imported into the photogrammetric model. View
from the Trimble Stratus platform

Fig. 32. Visual assessment of x, y accuracy by comparing the as-built vs. as-planned

One example of the use of the photogrammetry technology for earthworks
control was the control of the earth leveling process. Ground leveling was carried
out by using GPS-equipped bulldozers, and construction managers could simply
control the process from a computer without the need for a surveyor. The as-
designed surface mesh in the LandXML format was imported into the
photogrammetry software, where the progress of the work could be monitored by
comparing the current state with the as-designed data (Figure 33).
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Fig. 33. Monitoring of work in progress compared to the design surface

Throughout the earthworks phase, this UAV-based photogrammetry method
was used to plan and manage the earthworks volumes (an example is shown in
Figure 34). In most cases, this was done by construction managers without the need
for a surveyor. Since the reality data on the construction site was captured weekly, it
helped to effectively control the progress of earthworks. Automated quantity reports
were documented and used for self-control and control of the subcontractors’ work.
Earth volume reports were also used to agree on the quantities with the construction
technical supervisor.

Fig. 34. Earthworks control during the earthworks phase

If needed, the, X, y, z point data can be easily transferred and imported for use
in the engineering CAD software. This can be useful for surveyors who are used to
working in a ‘more traditional’ way, as it provides the same type of data without
having to walk around the site. Figure 35 shows the transfer of z-coordinates of
points to CAD software. However, it has been observed that some construction
professionals still question the reliability of drone data.
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Photogrammetry software CAD software

Transfer

Fig. 35. Example of transferring data points to CAD software

Overall, this automated workflow significantly improved the earthworks
management process and received positive feedback from construction managers.
By using a constantly updated reality model, construction managers can better feel
the scope of work and can import the necessary CAD designs for further earthworks
management without the need for surveyors. In addition, there have been cases
where real-world data captured by drones has helped avoid disagreements over
unclear scopes of work with subcontractors.

2.6. Chapter Conclusions

1. During the experiment, DJI Phantom 4 series unmanned aerial vehicles, which
are widely used in the construction industry for earthworks control, were tested,
and GCP-based, Real-time kinematic and Post-processing kinematic workflows
were analyzed in a 36 ha quarry. The analyzed workflows were compared with
the traditional ground-level survey in terms of accuracy, efficiency, and data
reliability.

2. The study found that the accuracy of the data obtained by the UAVs was very
similar to the results obtained by a ground-level survey when measured with a
GNSS receiver. When comparing the x, y, z coordinates between the GNSS
receiver measurements and the results obtained by the UAVs, the difference was
approximately up to 3 cm RMSE. For 16 stockpiles with a total volume of
10532.18 m’, the difference between the photogrammetric and the traditional
calculations was 1.964.67%.

3. It was found that, when the UAV captured data from a height of 74 m, the flight
time was 54% longer, and the amount of data obtained was 55% higher,
compared to capturing data from a height of 100 m. The height of the data
capture reduces the image resolution, but, during the experiment, the flight
altitude had a negligible effect on the accuracy of the obtained results. However,
regardless of the flight height, data acquisition with the UAV was approximately
6 times faster than with the GNSS receiver. Meanwhile, the PPK workflow was

79



80

the most efficient for data acquisition, as it required only one ground control
point for the entire study area.

In the experiment, the accuracy results of all the analyzed UAV-based
photogrammetric methods were similar and close to the ground-level survey
results. However, methods based on GCPs required additional efforts to assess
the accuracy of the data, as abnormal values were obtained, and data re-
processing was required. Data reliability in GCPs-based workflows is difficult to
assess and may lead to erroneous results. During the experiment, the PPK-based
approach demonstrated the most reliable results, as the data was stable, and no
issues occurred.



3. APPLICATION IN BUILDING CONSTRUCTION

This chapter explores the application of laser scanning and BIM technologies
for automated progress monitoring during the structural construction phase. A
research article with the methodology and results of this experimental study was
published by Kavaliauskas et al. [139] in a scientific journal. Part of the
experimental research results were presented at the conference [201].

3.1. Description of the Research Object

3D laser scanning is typically used in building construction environments or
where millimeter-level accuracy or penetration through vegetation is required. In the
construction of buildings, the IFC model is usually used, according to which, works
are carried out, and their progress is monitored. In order to create a construction
monitoring automation methodology, two different types of buildings with an IFC
model were selected for the experiment. The scanning was carried out at the
construction sites of the office building Sgveras and the residential house project
Piliamiestis AI. As-is point cloud data was captured on the analyzed floors of the
buildings separately, and it did not cover full-scale scanning of buildings. These
objects were chosen for the study because they represented a typical construction
environment. Since the analyzed objects are similar compared to other typical
construction objects, the developed methodology could be more easily applied in
practice.

In the Sgveras project, laser scanning was performed on the first and third
floors of an office building. The structural design was the same in both analyzed
floors of the building. The structures of the building were monolithic, the floor area
covered approximately 600 m?, and each floor had standard structures, such as
columns, beams, and walls. On the third floor, the building structures were clearly
visible, i.e., not covered by construction materials or other construction equipment.
On the first floor, the construction environment was occluded: formwork was
installed above the columns, there was scaffolding and other items nearby, and part
of the surfaces of the structures were cluttered with building materials. This reflected
the real-world construction environment, where work is overlapping and continuous,
and scanning without obstructions can be a challenge.

The scanned area in the Piliamiestis Al project contained brickwork and
monolithic structures consisting of slabs, walls, and beams. The total floor area
covered 450 m?, no construction work was being carried out at the time of scanning,
and the environment was clear without obstructions. The locations analyzed in the
experiment are shown in Figures 36 and 37.
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Fig. 37. Scanning locations in Sgveras office building
3.2. Methods and Tools

This experimental research examines the application of a 3D point cloud
derived from laser scanner sensors for the monitoring of the construction progress
by automatically identifying as-built structural objects based on the comparison with
the as-planned IFC model. The research methodology consists of three experiments
performed under different conditions. In the experiments, six data sets were
analyzed, each consisting of as-is point cloud data and an IFC file corresponding to

82



the scanned location. The as-is data was captured on construction sites in two
different buildings by using three laser scanners with different technical parameters.
From the obtained data, a methodology was developed for point cloud data
alignment with the IFC model and automated identification of objects in the point
cloud compared to IFC. The experimental research scheme is presented in Figure 38.
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Fig. 38. Experimental research scheme

The geometry of the building’s structures was captured by using static laser
scanners FARO Focus S and Leica BLK360, and a handheld laser scanner ZEB-GO.
All these devices are different in terms of technical parameters such as the scanning
range, the scanning speed, accuracy, etc. However, data accuracy was not analyzed
in this research. Previous studies have shown that static Terrestrial Laser Scanners
(TLS) can achieve millimeter-level accuracy when measuring vertical structures
compared to the total station measurements [78]. In this study, the parameters
declared by the manufacturer were taken into account, and further accuracy
assessment was not performed. The main technical parameters of the devices used
for data acquisition are presented in Table 25.

Table 25. The main parameters of laser scanners used in the experiment

. Device Distance Scanning Scanning
Device name
type accuracy range, m speed, pts/sec
FARO Focus S70 laser Static / | mm 70 1000000
scanner TLS
Leica BLK360 laser Static / 4mm at 10 m
scanner TLS 7 mm at 20 m 60 360000
ZEB-GO laser scanner & Mobile /
ZEB-DL2600 data logger | handheld 10-30 mm 30 43000

First, the data was obtained in a relatively clean construction environment by

using a high-quality FARO Focus laser scanner. The declared accuracy of this
scanner reached up to 1 mm and was the highest among the scanners used in this
experiment. Therefore, the data obtained by this scanner in an orderly environment
was used to develop the initial automated object identification methodology. In
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parallel, the data obtained by the mobile ZEB-GO laser scanner was used to verify
the object identification process. After obtaining successful results, a number of
objects were removed from this point cloud data to evaluate whether the developed
process successfully identifies the missing objects. Finally, scanning was performed
with a high-quality FARO Focus scanner and a lower spec, but significantly cheaper
Leica BLK360 scanner in an occluded construction environment. Each dataset
consisted of laser scanner point cloud data and the corresponding IFC model. A brief
description of the data sets is given in Table 26.

Table 26. Brief description of datasets

Dataset No. Brief description
Consists of an as-built point cloud acquired from the third floor of the
office building and the corresponding IFC model. Point cloud data was
obtained by using a FARO Focus S70 static laser scanner in a clean
environment. The resulting point cloud was georeferenced to the global
coordinate system.

Consists of as-built point cloud data acquired from the residential building
Dataset 2 and the corresponding IFC model. Point cloud data was obtained by using
a ZEB-GO mobile laser scanner in a clean environment.

Consists of modified data from Dataset 1. One wall and two columns were
removed from the point cloud. The IFC model was not modified.
Consists of modified data from Dataset 2. Two walls and two columns
were removed from the point cloud. The IFC model was not modified.
Consists of as-built point cloud acquired from the first floor of the office
building and the corresponding IFC model. Point cloud data was obtained
by using a FARO Focus S70 static laser scanner in an occluded
environment. Redundant points due to noise were not removed in the point
cloud model.

Consists of as-built point cloud acquired from the first floor of the office
building and the corresponding IFC model. Point cloud data was obtained
by using a Leica BLK 360 static laser scanner in an occluded environment.
Redundant points due to noise were not removed in the point cloud model.

Dataset 1

Dataset 3

Dataset 4

Dataset 5

Dataset 6

Pre-processing of the scan data, such as the point cloud registration, removal
of redundant points, or file format conversion, was performed by using Leica
Cyclone, Autodesk ReCap and GeoSLAM Hub software, depending on the output
scan data format of the laser scanner. Later, the automated object detection process
was developed in the Python environment.

3.3. Data Capture Workflow for Structural Construction Monitoring

In the experimental study, scanning was performed by using three laser
scanners with different technical specifications. First, scanning was performed in an
orderly environment where the structures were clearly visible in the line of sight.
This was the environment on the third floor of the Sgveras office building and the
Piliamiestis Al residential building. In this case, the FARO Focus laser scanner was
used for scanning in the Sgveras building, and the ZEB-GO handheld laser scanner
was used in the Piliamiestis A1 building. Subsequently, scanning was performed in
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an occluded environment where the structures were covered with various building
materials and equipment. Such an environment was considered on the first floor of
the Sqveras building. Here, the scanning was performed with the same high-spec
FARO Focus laser scanner and a relatively low-spec Leica BLK360 scanner.

A special effort was made to obtain high-quality data for the third floor of the
Sqveras building, as this data was intended for the development of the methodology.
First, seven control points were installed on the walls and columns. Control points
were made by printing a black-and-white checkerboard pattern on an A4-sized sheet
of paper. By using these control points and a TOPCON GT series robotic positioning
system, the point cloud model was then georeferenced in the LKS-94 coordinate
system and the LASO7 elevation system. A full-floor environmental scan was
performed from sixteen locations (Figure 39). To obtain a single point cloud model,
this data from individual scans were imported into Autodesk ReCap software, where
registration was performed. The methodology of automatic object identification was
based on the alignment and spatial association of point cloud data with the point
cloud data extracted from the vertices of IFC objects. Considering this, it was
enough to know the X, y, z coordinates of each point. Therefore, the Plain Text File
(PTS) format, which is a simple text file containing the X, y, z coordinates of each
point, was chosen for further data processing. Since the manufacturer’s scan output
data formats are often specific and can only be processed by using the software
provided by the manufacturer, in all cases, the point cloud data was imported into
Autodesk software and then exported into the PTS format.
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Fig. 39. Scan locations on the third floor of Sqveras building by using a FARO Focus laser
scanner

The scans performed on the first floor of the Sgveras building and in the
Piliamiestis A1 building were not georeferenced, as the IFC files were coordinated
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in the local coordinate system, which complicates data alignment. Whereas static
scanning required multiple scan locations, data acquisition using the mobile
scanning technique required a single continuous scan looping around the scan area
(as shown in Figure 40). Scan registration using the Leica BLK360 scanner was
performed in the Leica Cyclone software provided by the manufacturer, and, in the
case of mobile scanning, in the GeoSLAM Hub platform. However, in all the cases,
the point cloud data was imported into Autodesk ReCap software for the conversion
to the PTS format. The workflow of data acquisition and pre-processing, as well as
the equipment used, is presented in Figure 41.

export ‘ export
Scans output Scans output
format: .pts format: .pts
a) b)

Fig. 41. Workflow of data acquisition and pre-processing: a) mobile laser scanning workflow
using the ZEB-GO scanner; b) static laser scanning workflow using the FARO Focus
scanner; ¢) example of setting up a control point for georeferencing, TOPCON GT series
robotic total station, and FARO Focus laser scanner
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3.4. Data Processing

The main focus of the research was the automated detection of vertical objects,
such as walls and columns, in a point cloud by comparing the geometry of the point
cloud with the IFC model. In this case, the detection of the ceiling and floor planes
was not analyzed. The obtained point cloud data was pre-processed by removing the
redundant points, and, for better visualization, the upper slab was removed in both
the point cloud model and the IFC model. The pre-processed data for further
analysis is shown in Figure 42. Only the ground floor point cloud data of the
Sqveras building was minimally pre-processed, thus leaving out most of the
unnecessary, noise-induced points for methodology validation. The details of point
cloud models prepared for further analysis are given in Table 27.

b) d)

Fig. 42. Pre-processed IFC and point cloud data for further analysis: a) point cloud model
obtained in Sgveras building; b) point cloud model obtained in Piliamiestis A1 building; c)
the corresponding IFC model of Sgveras building; d) the corresponding IFC model of
Piliamiestis Al building

Table 27. Details of analyzed point cloud models

Point cloud data Acquisition Average No. of Data size
date population A
points
SQVERAS 3rd floor 3
(FARO Focus S70) 2 July 2019 1438.78 pts/m 9451351 758 MB
PILIAMIESTIS Al 24 December 3
(ZEB-GO) 2001 521.48 pts/m 12510712 677 MB
SQVERAS 1* floor 5
(FARO Focus S70) 2 July 2019 2211.69 pts/m 13882774 1007 MB
SQVERAS 1* floor 5
(Leica BLK360) 4 June 2019 726.60 pts/m 12990132 903 MB

As-is point cloud data reconstruction can be based on 3D model geometry
reconstruction, where the model only contains geometric information, or the
reconstruction process can also include semantic information and object recognition
from the point cloud model [117]. In this experimental study, only the geometric
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information of the point cloud data was required. Automated object recognition in
this case was based on the comparison of the point cloud and the IFC model, where
semantic information of the object identified in the point cloud model can be directly
extracted from IFC. The research methodology at this stage was based on the
automatic identification of objects in the point cloud model that are built or not built,
and the semantic information was needed to determine the relationship of the
identified object with the IFC object. Accordingly, the IFC model was simplified by
removing redundant elements and element assemblies and leaving only the model of
the scanned area without the ceiling plane. The models were originally created in
Tekla Structures 2017 software and exported into the IFC format, selecting the
IFC2X3 scheme with the default settings. Removal of the unnecessary elements of
the IFC model was done in Simplebim 8.2 SRI software and then saved again in the
IFC format.

3.4.1. IFC and point cloud data alignment

To perform the process of tracking built and not built objects, the as-built and
as-designed data models had to be aligned first. However, IFC and point cloud files
have different data structures that are not directly comparable. For example, IFC
files contain a structured list of building elements (e.g., slabs, beams, walls,
columns), wherein each element is characterized by its properties, such as vertices,
lines, faces, and their spatial coordinates (x, y, z). Meanwhile, point cloud files
contain a set of points representing the geometry of the objects captured during the
scan. These data points are accompanied by their spatial coordinates but have no
information regarding their semantic representation (e.g., column, wall, beam).

Consequently, two alternatives for aligning different types of data were
considered at this stage. One option considered was converting point cloud data to
IFC data. However, this is a complex process which requires detailed and
comprehensive understanding of the structure and nuances of the IFC schema.
Another alternative for data alignment was to convert IFC data to point cloud data.
The latter option only required the understanding of storing and retrieving vertices
of IFC elements, and it was therefore selected for further analysis.

To perform the automated alignment, the IFC file format was first explored,
and an extraction process was conducted to obtain feature vertices of the IFC
elements. The pipeline of IFC exploration process is depicted in Figure 43. This
extraction process produced a point cloud version of the IFC data as shown in Figure
44,

1. Vertices 1. Faces
2. Lines 2. Vertices
List of Objects 3. Faces

IFC » Object » Geometry > Face » Plane
Extraction Extraction Extraction Extraction

Fig. 43. Pipeline of IFC exploration
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Piliamiestis A1 Sqveras

IFC model

Extracted vertices

Fig. 44. The point cloud version obtained by extracting the vertices of IFC elements

The reading of the IFC format and the extraction of the geometry information
was performed by using the open-source IFC toolkit (/fcOpenShell) in conjunction
with the Python programming language. IfcOpenShell (http://www.ifcopenshell.org,
accessed on 14 July 2022) is an open-source software library released under the
LGPL license for reading, writing, and modifying IFC files [139]. The extracted
geometry information for each IFC object was represented as a set of faces, lines,
and vertices along with their corresponding relationships. Specifically, to create a
point cloud, only the x, y, z spatial coordinates of the object vertices were required.

After obtaining the point cloud by extracting the vertices from each IFC
object, alignment of the as-built and as-designed data was performed. The pipeline
of data alignment is shown in Figure 45. For the alignment, the well-known Iferative
Nearest Point (ICP) algorithm was applied. The ICP algorithm is a widely used
automated alignment technique that operates on two different sets of point clouds,
where one is considered as the source point cloud and the other as the target point
cloud. In the present context, the source point cloud corresponded to the data
acquired from the laser scanner sensors, while the target point cloud represented the
point cloud created from the extracted vertices of the IFC elements.

IFC
(Target) l

Alignment |

Point Cloud
(Source)

Fig. 45. Pipeline of data alignment

Transformation
Matrix

In order to achieve accurate alignment results, a coarse registration must first
be performed, which will provide the correct parameters for the transformation. The
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ICP algorithm operates by assuming that the point clouds are initially roughly
aligned and aims to determine the optimal rigid transformation for refining the
alignment. This process involves iteratively searching for the nearest distances
between points to approximate the correspondences, thereby enhancing the
alignment with each iteration.

Typically, data alignment by using the ICP approach relies only on point cloud
information. In this study, user input was required to initiate the alignment process
by selecting three pairs of reference points in the source and target point clouds,
which provided a reasonably accurate and efficient alignment process. Figure 46
illustrates the selection of these reference points. The ordering of the reference
points in each set is maintained, with the first reference point in the source point
cloud corresponding to the first reference point in the target point cloud, and so
forth. The reference points are color-coded, with the first point depicted in yellow,
the second in magenta, and the third point in orange. Through this procedure, an
initial transformation matrix was calculated, which was subsequently applied to the
source data to achieve the initial alignment.

Piliamiestis Al Sqveras

Source point cloud

=]

=]

=

o

=

s 2w
o e 2e0
o

4]

[}

%D

=

°
we

Fig. 46. Selection of the reference points

Following the initial alignment, a point-to-point ICP algorithm was employed
to align all data points within the source and the target point clouds. The
transformation matrix obtained from this process was utilized to perform the final
alignment of the source data, which subsequently enabled the execution of the object
monitoring process by comparing the as-built and as-planned states.

3.4.2. Automated object monitoring process

After aligning the source point cloud obtained from the laser scanner sensor
with the target point cloud obtained from the vertices of the IFC elements, a process
was implemented to automatically compare the actual construction with the as-
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planned design for the purpose of identifying built and not built construction objects.
The automated object detection process is shown in Figure 47.

1. Vertices 1. Faces

2. Lines 2. Vertices
List of Objects 3. Faces Plane
Limits
/ IFC / N Object 5 Geometry N Face N Plane
Extraction Extraction Extraction Extraction
A Plane
Equation

Point . Aligned to IFC Points to Progress Monitoring
/ Cloud / Traostormation o Object Relation *
A
List of pleted T

objects

Alignment _»Transformation Visualization
. Matrix and Report

Fig. 47. Automated object detection process

As shown in Figure 47, the whole process consists of several tasks. The
compared point cloud model has no semantic information and cannot determine
which object it represents. In order to determine exactly what object was recognized
in the point cloud, an object extraction process was performed. As previously stated,
IFC files include a structured list of building objects. An object extraction process
was used to examine IFC files and extract object identifiers. The main geometric
attributes of IFC objects, such as vertices, lines and faces, were extracted through
the geometry extraction process. Face information in IFC objects is represented as a
relationship between vertices; therefore, only face and vertex information was
extracted in the face extraction process. Also, since the entire process was performed
in a three-dimensional environment, it facilitated the identification of the plane (e.g.,
(x, ), (x, z) or (y, z)) to which each face belonged. This was achieved in the course
of the plane extraction process by examining the axis where the plane extended
further.

In order to verify whether the object under construction had already been built
compared to the IFC model, a methodology was adopted which compared how
many points in the point cloud were close to the faces of each IFC object. This task
is known as point-to-plane distance estimation. In order to calculate the distance
from the point to the plane, it was first necessary to calculate the equation of the face
plane. The faces of an IFC object are represented as mesh triangles, thereby
simplifying the calculation of the plane equation, which required only three points:

ax+by+cz+d=0. 2)

This equation represents a 3D plane in the Cartesian coordinate system. Here, x, y,
z, are coordinates defining any point in 3D space, and a, b, and ¢ are coefficients
representing the normal vector to the plane. The vector (a, b, ¢) is perpendicular to
the plane, and its direction determines the orientation of the plane. Meanwhile, d is a
constant term, and it affects the position of the plane in 3D space in the direction of
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the normal vector. Knowing the values of a, b, ¢ and d allows us to describe the 3D
plane and its relationship to other entities in the environment. This equation was
used for the task of fitting a plane to a set of 3D points. The distance from points to
the plane was calculated by using the plane equation encompassing all points,
irrespective of whether they fell within the specific plane boundaries (as illustrated
in Figure 48a). Therefore, the process involved discarding points lying beyond the
confines of the current plane (as shown in Figure 48b).

RGOS, y3, 23) | R(3, 3, 23) ‘

Q(x2,y2, 22)

t P(x1, y1, 1)
|

ax+by+cz+d=0

1 P(x1, y1, z1)

]
1
Q2 y2,22)
|

ax+by+cz+d=0
a) b)

Fig. 48. Plane limits: a) distance calculation to all points; b) the process of discarding points
that are outside the current plane

Figure 49 shows an example of an elementary wall. Typically, such a wall
consists of 8 vertices, and each face in the plane can be composed of two triangles,
which can also be considered faces, as shown in the example.

Wall example

8 vertices 12 faces:
0 0 0 [102]
[203]
0 0 3 [235]
[4 2 5]
10 0 3 [456]
10 0 0 657]
[670]
10 0.2 3 [160]
10 0.2 0 [073]
[375)]
10 0.2 3 [261]
0 0.2 0 [462]

Fig. 49. A wall consists of 8 vertices and 12 faces

Finally, based on point-to-object relation, an object detection process was
performed where each object was analyzed separately, and plane-to-point distance
estimation was performed for each face of each object. A point was considered
associated with a face if its distance to the face fell below a predefined threshold,
and the initial output of this process consisted of a set of faces and the corresponding
number of points associated with each face of each object. An example of
determining whether a source point cloud point belongs to an IFC face is shown in
Figures 50-52. The final result of the monitoring process was a list of objects
detected in the point cloud model, and categorized as either built or not built, along
with the identification of these objects by object identifiers extracted from the IFC
file.
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Processing Face 0: [10 2]
Vertices of face 0: [0. 0. 3.][0. 0. 0.]
Threshold Distance: 0.5

[10. 0. 3]

IFC face Point cloud
vertices points.
Point Cloud = 30 1@ ofoe e
[2.1,0.1, 3.0], 25
[2.1, 0.3, 3.0], .
[2.1,0.4, 3.0,],
[2.1,0.2, 3.1], 15
[2.1,1.2, 3.2], 10
[2.1,2.2,3.3)] 05 o
0.0 -
00 05 10 15 20 1086420
Fig. 50. Example of processing of wall face 0
Processing Face 0: [102]
Vertices of face 0: [0. 0. 3.1 [0. 0. 0.][10. 0. 3.]
The equation is: -0.0x + 30.0y + 0.0z =0.0
Point cloud Point cloud
z p1 2 point pi p2 point
30 1@ ° ° 30 1@ . .
25 25
20 20
15 15
10 10
05 p3 0 origin 05 P30 origin
00 * _ — 00 -

X 000 002 004 006 008 p10Y 108642°

pointEv: [2.1 0.1 3.]
Perpendicular distance is 0.1
Plane with more displacement:
[10.0, 0.0, 3.0]

Axis Num: [0, 2]

[[[0. 3.1

[[0. 0]

[[10. 3.1

MaxAxValues [[10. 3.]]
MinAxValues [[0. 0.]]
pointEval: [[2.1 3.]]

Inside? Yes

Point belongs to Face. Face No.: 0

X 0.000.050.100.150.20 0.25 030y 1086420

pointEv: [2.1 0.3 3.]
Perpendicular distance is 0.3
Plane with more displacement:
[10.0, 0.0, 3.0]

Axis Num: [0, 2]

[[o. 31

[[0. 0]

[[10. 3.]1]

MaxAxValues [[10. 3.]]
MinAxValues [[0. 0.]]
pointEval: [[2.13.]]

Inside? Yes

Point belongs to Face. Face No.: 0

Fig. 51. Example of a source point cloud point relationship to a face when the point belongs
to a plane
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Processing Face 0: [10 2]
Vertices of face 0: [0. 0. 3.] [0. 0. 0.][10. 0. 3]
The equation is: -0.0x + 30.0y + 0.0z = 0.0

Point cloud Point cloud

z Pl p2 point z p1 p2 poklt

3 0 @ e . ....................................... < 3 0 [ ] °

25 25

20 20

15 15

10 10

05 p3_ 0 origin 05 p3 0 origin

0.0 ~ o 00 = _ -
X 000 005 010 015 020y 108642 X 00 02 04 06 08 10 12y 108642°
pointEv: [2.10.2 3.1] pointEv: [2.11.23.2]

Perpendicular distance is 0.2 Perpendicular distance is 1.2

Plane with more displacement: Plane with more displacement:

[10.0, 0.0, 3.0] [10.0, 0.0, 3.0]
Axis Num: [0, 2] Axis Num: [0, 2]

[o. 31 [o. 31

[[0. 0.J] [[0. 0.1

[[10. 311 [[10. 3.]1]

MaxAxValues [[10. 3.]] MaxAxValues [[10. 3.]]

MinAxValues [[0. 0.]] MinAxValues [[0. 0.]]

pointEval: [[2.1 3.1]] pointEval: [[2.1 3.2]]

Inside? No Inside? No

Point does not belong to Face. Face No.: 0 Point does not belong to Face. Face No.: 0

Fig. 52. Example of a source point cloud point relationship to a face when the point does not
belong to a plane

3.4.3. Optimization

Point cloud data has value because it allows for a reasonably accurate
geometric representation of the shape of the target environment. However, dealing
with point cloud data presents certain challenges, such as a large amount of data,
which can lead to higher computational costs for data processing or visualization.
Also, the data density of point clouds is often higher than a given application
requires. Reducing the density of the point cloud would also reduce the amount of
the data, thus allowing for more efficient data management.

In this experimental study, the size of the point cloud data was reduced by
implementing a sub-sampling technique, specifically, by using a feature provided by
Open3D (open3d.geometry.voxel down sample). Open3D is a Python library for
3D data processing. The Downsampling function in the Open3D library is used to
reduce a 3D point cloud by using a voxel grid. The downsampling process was
performed by using a voxel size of 5 cm (as depicted in Figure 53), which allowed a
significant reduction in the amount of data. The voxel size is a parameter which
defines the size of the voxel grid used for data reduction. Points in the same voxel
are downsampled to a single point. This approach aimed to alleviate the
computational burden associated with dense point cloud data.
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5cm

Scm
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Voxel

Original
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Fig. 53. Downsampling process when using 5 cm voxel size

Furthermore, in order to optimize the process, the determination of the
relationship between the point and the face was carried out by processing one
triangle for each face. Based on the wall example shown in Figure 54, each face of
the IFC object was found to be composed of two triangles forming a mesh, and the
entire wall was composed of 6 faces containing 12 triangles. This optimization
method was based on experimental observations during the point-to-plane distance
estimation process. During the experiment, it was observed that, when determining
the relationship between points and the face of an IFC object, an equal number of
points was associated with triangles belonging to the same face (as shown in Figures
55-57). Based on this finding, only one triangle per face was processed to optimize
the object detection process.

<

6 faces =
12 triangles

>

Face 1

Triangle:
1,24]

= o

Faces:
[1,2,4]
[2,3,4]
Triangle:
[2,3,4]

Vertices:
1. [0,0,01
2. [4,0,0]
3. [4,0,4]
4. 10,041

Fig. 54. Face information of an IFC object, represented as a relationship between vertices
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Wall in IFC file IFC wall vertices in point cloud

Fig. 55. IFC wall vertices in the as-built point cloud. IFC vertices are marked in green

Face 1: Triangle 1 Face 1: Triangle 2

Fig. 56. Example of face 1 separated into two triangles (green dots)

Face 1: T1 T2 Face 1: T1 and T2

Results:

Face 1. Triangle 1 [ 661. 0.]
Face 1. Triangle 2 [ 661. 0.]
Face 2. Triangle 1 [98138. 0.]
Face 2. Triangle 2 [98138. 0.]
Face 3. Triangle 1 [ 314. 0.]
Face 3. Triangle 2 [ 314. 0.]
Face 4. Triangle 1 [80769. 0.]
Face 4. Triangle 2 [80769. 0.]
Face 5. Triangle 1 [57345. 0.]
Face 5. Triangle 2 [57139. 0.]
Face 6. Triangle 1 [46638. 0.]
Face 6. Triangle 2 [47166. 0.]

Fig. 57. Example of face calculation results
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3.5. Experimental Results of Construction Objects Monitoring

The results of the study are presented in the following way: Chapter 3.5.1
analyzes the specifics of data alignment, Chapter 3.5.2 explores the process of object
detection and evaluates the proposed methodology under various construction
conditions, and Chapter 3.5.3 examines the aspects of the optimization process.

3.5.1. Data alignment

The scan data can provide several columns of information, such as the x, y, z
coordinates, the red, green, blue, and alpha (RGBA) color channel values, the scan
angle, the intensity values, the timestamps, and some other parameters. Table 28
shows a fragment of the scan data from the third floor of the Sgveras building where
the data had been georeferenced. This data allows us to understand what information
is used in the data alignment process and where challenges arise. For example, the
FARO Focus laser scanner provided the x, y, z spatial coordinates of the points in
the 3D shape, RGBA color data, and normal vector information, which is used to
represent the surface orientation of each point. However, the proposed alignment
process only uses information from the first three columns, which are the x, y, and z
values. Since the methodology proposed in this study only required geometry
information, other information, such as the RGBA color channel was not considered.
In addition, the obtained scan data shows that the values of the georeferenced
coordinates are very large.

Table 28. Fragment of Sgveras 3™ floor scan data obtained with FARO laser scanner

3D spatial coordinates of the Color information, Normal vector’s
points, m channel value component, unit vectors
X y z R G B A X y z
494492.728 | 6084293.186 | 39.630 | 227 | 226 | 226 | 226 | —0.522 | 0.836 | —0.166
494491.433 | 6084292.959 | 39.052 | 179 | 179 | 179 | 179 | 0.015 | -0.015 | —0.999
494492.682 | 6084293.141 | 40.323 | 222 | 222 | 222 | 222 | —0.796 | 0.604 0.012
494491.070 | 6084293.245 | 39.804 | 221 | 221 | 221 | 221 | 0.758 0.651 0.011
494492.027 | 6084292.790 | 39.045 | 23 | 23 | 23 23 0.195 | —0.014 | —0.980
494492.196 | 6084292.896 | 39.310 | 217 | 216 | 216 | 216 | —0.045 | 0.015 0.998
494492.316 | 6084293.162 | 39.055 | 141 | 141 | 141 | 141 | —0.045 | 0.015 | —0.998
494492.814 | 6084293.222 | 39.403 | 230 | 231 | 231 | 231 | -0.224 | 0.974 0.014
494492.976 | 6084293.197 | 40.487 | 232 | 233 | 233 | 233 | 0.529 0.846 | —0.064
494491.284 | 6084292.954 | 39.051 | 191 | 191 | 191 | 191 | —0.015 | —0.015 | —0.999
494492.410 | 6084292.982 | 39.314 | 215 | 215 | 215 | 215 | —0.075 | —-0.015 | 0.997
494492.990 | 6084293.183 | 40.233 | 246 | 246 | 246 | 246 | 0.580 0.814 | —0.012

The point cloud data acquired during the initial scan in the environment of the
third floor of the Sgveras office building was georeferenced to a global coordinate
system. All other point cloud models obtained both on the first floor of the Sgveras
office building and on the residential building Piliamiestis Al were not
georeferenced and remained in the local coordinate system. In the case of a
georeferenced point cloud model, the x, y, z coordinates of each data point were
expressed in thousandths and millionths, as previously shown in Table 28.
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Meanwhile, in the Open3D module, such large values are represented as concise
decimal values, as shown in Table 29. The coordinates of the remaining point cloud
data, including those produced from IFC models, were expressed in small units.
Such significant spatial separation of the source and target data increased the
computational complexity and posed some challenges for use in the Open3D module
(Figure 58).

Table 29. Representation of Sgveras 3™ floor scan data in Open3D module

3D spatial coordinates of the points, meters
X y z
[[4.94492729e+05 6.08429319e¢+06  3.96308530e+01]
[4.94491434e+05 6.08429296e+06  3.90528530e+01]
[4.94492683e+05 6.08429314e+06  4.03238530e+01]
[4.94491071e+05 6.08429325¢+06  3.98048530e+01]
[4.94492028e+05 6.08429279e¢+06  3.90458530e+01]
[4.94492197e+05 6.08429290e+06  3.93108530e+01]
[4.94492317e+05 6.08429316e+06  3.90558530e+01]
[4.94492815e+05 6.08429322e¢+06  3.94038530e+01]
[4.94492977e+05 6.08429320e+06  4.04878530e+01]
[4.94491285e+05 6.08429295¢+06  3.90518530e+01]
[4.94492411e+05 6.08429298e+06  3.93148530e+01]
[4.94492991e+05 6.08429318e+06  4.02338530e+01]]
Front view

Top view

™
|

Fig. 58. Sqveras 3™ floor georeferenced point cloud data in Open3D module

It was concluded that the coordinates were too large for the Open3D module to
handle and needed to be converted to smaller units. To address this issue, the
georeferenced data was transformed to zero-origin coordinates. The coordinate
transformation of the Sgveras 3™ floor scan data was performed by finding the
minimum value of the x, y, and z column of the georeferenced scan data and
subtracting that value from the coordinates of each column, as shown in Table 30.
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Table 30. Transformation of Sgveras 3™ floor scan data coordinates to zero origin

Min Values:::: 494490.875861 6084290.780026 38.665853
To zero origin:
X y z

[[1.853 2.406 0.965]
[0.558 2.179 0.387]
[1.807 2.361 1.658]
[0.195 2.465 1.139]
[1.152 2.010 0.380]
[1.321 2.116 0.645]
[1.441 2.382 0.390]
[ ]
[ ]
[ ]
[ ]

1939 2442 0.738
2101 2417  1.822
0409 2174  0.386
1535 2202 0.649

[2.115 2403  1.568]]

After coordinate transformation, the source point cloud and the target point
cloud were spatially located close to each other, and the point cloud model was
correctly represented in the Open3D module. The results of the transformation of the
georeferenced coordinates of the third floor of Sgveras are shown in Figure 59.

Fig. 59. Spatial location of the source point cloud model compared to the target point cloud
data after the transformation of the georeferenced data into zero-origin coordinates

As previously mentioned, all of the point cloud models used in the experiment,
with the exception of the Sgveras 3™ floor data, were not georeferenced. This
implies that this point cloud data was in a local coordinate system, which was
provided directly by the laser scanner. In practical applications, IFC building models
are typically designed without georeferencing to global coordinates, often by
utilizing a zero-coordinate system. During the experiment, the alignment of the
initial data set, which had been georeferenced beforehand, it was observed that the
source and target point cloud models were significantly distant from each other. As a
result, additional measures were required to transform the coordinates of the
georeferenced point cloud to the zero-origin. Meanwhile, since the laser scans
obtained in the Piliamiestis Al project and the 1* floor of the Sgveras building were
processed in the local coordinates, the transformation of the coordinates to the zero
origin was not necessary in the alignment process, since the coordinates of the
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source and the target point clouds were not far apart and were spatially located close
to each other. However, in the experiment, the transformation of the coordinates to
the zero origin was performed so that to minimize the distance (as shown in Figures
60 and 61).

‘ LT #mn-gamxﬁ Wﬂ

Fig. 60. Spatial location of Piliamiestis Al point cloud data after coordinate transformation
to zero origin

Sqveras: 1st floor (FARO Focus S70) Sqveras: 1st floor (Leica BKL.360)

Fig. 61. Spatial location of Sgveras 1*' floor point cloud data after coordinate transformation
to zero origin. The data obtained by using FARO Focus laser scanner was not that far
aligned, and the data obtained by using Leica laser scanner was not aligned at all

Initially, the source point cloud and the target point cloud were roughly
aligned by selecting three pairs of reference points. The selection of reference points
had to be done manually by the user. Once the rough alignment had been completed,
the ICP method was then automatically applied to perform the final refinement by
applying the resulting transformation matrix to the source point cloud. However, the
performance of the alignment process was greatly influenced by the selection of the
distance threshold, where the modification of its value yielded different outcomes. In
this case, a threshold distance of 3 cm was used for the final ICP alignment.

The outcomes of the initial alignment, after selecting three correspondences,
demonstrated reasonably well-aligned models. Point-to-plane and point-to-point ICP
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approaches were compared during the testing phase, with superior alignment results
achieved when using the point-to-point ICP method. Hence, an algorithm based on
point-to-point ICP was employed in order to minimize the disparity between the two
point clouds, which resulted in an improved alignment accuracy of approximately
0.021 m RMSE. The alignment results of the data sets used in the experiment, when
using three user-selected reference points and the ICP point-to-point method, are
presented in Figures 62—65.

Perform point-to-point ICP refinement

ICP Iteration #0: RMSE 0.0232
ICP Iteration #1: RMSE 0.0229
ICP Iteration #2: RMSE 0.0221
ICP Iteration #3: RMSE 0.0222
ICP Iteration #4: RMSE 0.0219
ICP Iteration #5: RMSE 0.0218
ICP Iteration #6: RMSE 0.0220
ICP Iteration #7: RMSE 0.0220
ICP Iteration #8: RMSE 0.0213
ICP Iteration #9: RMSE 0.0210
ICP Iteration #10: RMSE 0.0211
ICP Iteration #11: RMSE 0.0210
ICP Iteration #12: RMSE 0.0211
ICP Iteration #13: RMSE 0.0211
ICP Iteration #14: RMSE 0.0211
ICP Iteration #15: RMSE 0.0212
ICP Iteration #16: RMSE 0.0211
ICP Iteration #17: RMSE 0.0211
ICP Iteration #18: RMSE 0.0211
ICP Iteration #19: RMSE 0.0212
ICP Iteration #20: RMSE 0.0212
ICP Iteration #21: RMSE 0.0209
ICP Iteration #22: RMSE 0.0209
ICP Iteration #23: RMSE 0.0208
ICP Iteration #24: RMSE 0.0209
ICP Iteration #25: RMSE 0.0208

Fig. 62. Alignment results: Sqveras 3™ floor (FARO Focus S70)

Perform point-to-point ICP refinement

ICP Iteration #0: RMSE 0.0229
ICP Iteration #1: RMSE 0.0229
ICP Iteration #2: RMSE 0.0229
ICP Iteration #3: RMSE 0.0227
ICP lteration #4: RMSE 0.0226
ICP lteration #5: RMSE 0.0226
ICP Iteration #6: RMSE 0.0224
ICP lteration #7: RMSE 0.0224
ICP lteration #8: RMSE 0.0224
ICP Iteration #9: RMSE 0.0226
ICP Iteration #10: RMSE 0.0226
ICP lteration #11: RMSE 0.0226
ICP Iteration #12: RMSE 0.0226
ICP Iteration #13: RMSE 0.0227
ICP Iteration #14: RMSE 0.0226
ICP Iteration #15: RMSE 0.0226
ICP Iteration #16: RMSE 0.0226
ICP Iteration #17: RMSE 0.0226
ICP Iteration #18: RMSE 0.0226

Fig. 63. Alignment results: Piliamiestis Al (ZEB-GO mobile laser scanner)
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Perform point-to-point ICP refinement

ICP Iteration #0: RMSE 0.0218
ICP Iteration #1: RMSE 0.0218
ICP lIteration #2: RMSE 0.0218
ICP Iteration #3: RMSE 0.0218
ICP lteration #4: RMSE 0.0217
ICP lteration #5: RMSE 0.0217
ICP lIteration #6: RMSE 0.0217
ICP lIteration #7: RMSE 0.0216
ICP lIteration #8: RMSE 0.0216
ICP Iteration #9: RMSE 0.0215
ICP Iteration #10: RMSE 0.0215
ICP Iteration #11: RMSE 0.0215
ICP Iteration #12: RMSE 0.0214
ICP Iteration #13: RMSE 0.0214
ICP Iteration #14: RMSE 0.0214
ICP lIteration #15: RMSE 0.0214
ICP Iteration #16: RMSE 0.0214
ICP Iteration #17: RMSE 0.0214
ICP Iteration #18: RMSE 0.0214
ICP Iteration #19: RMSE 0.0214
ICP Iteration #20: RMSE 0.0214
ICP Iteration #21: RMSE 0.0214
ICP Iteration #22: RMSE 0.0214
ICP Iteration #23: RMSE 0.0214
ICP Iteration #24: RMSE 0.0215
ICP Iteration #25: RMSE 0.0214

Fig. 64. Alignment results: Sqveras 1* floor (Leica BLK360)

Perform point-to-point ICP refinement

ICP lteration #0: RMSE 0.0220
ICP Iteration #1: RMSE 0.0219
ICP Iteration #2: RMSE 0.0219
ICP lteration #3: RMSE 0.0218
ICP Iteration #4: RMSE 0.0218
ICP lteration #5: RMSE 0.0218
ICP Iteration #6: RMSE 0.0218
ICP lteration #7: RMSE 0.0219
ICP lteration #8: RMSE 0.0219
ICP lteration #9: RMSE 0.0219
ICP lteration #10: RMSE 0.0219
ICP lteration #11: RMSE 0.0219
ICP lteration #12: RMSE 0.0219
ICP lteration #13: RMSE 0.0219
ICP Iteration #14: RMSE 0.0218
ICP Iteration #15: RMSE 0.0218
ICP lteration #16: RMSE 0.0217
ICP lteration #17: RMSE 0.0216
ICP lteration #18: RMSE 0.0216
ICP lteration #19: RMSE 0.0215
ICP lteration #20: RMSE 0.0214
ICP lteration #21: RMSE 0.0214
ICP lteration #22: RMSE 0.0214
ICP lteration #23: RMSE 0.0213
ICP Iteration #24: RMSE 0.0213
ICP lteration #25: RMSE 0.0213

Fig. 65. Alignment results: Sqveras 1* floor (FARO Focus S70)

3.5.2. [Evaluation of object detection

The methodology proposed in this research focused on automatic detection of
vertical structures, such as walls and columns. Six data sets consisting of the as-built
point cloud data and the corresponding as-designed IFC model were analyzed. For
both the first and the third floor datasets of the Sgveras building, the IFC models
were designed identically, with each consisting of 25 vertical objects which were
tested to evaluate the proposed methodology. Meanwhile, in the Piliamiestis Al
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dataset, the IFC model consisted of 38 vertical objects which were used for the
object detection test.

Another important criterion for IFC object detection in a point cloud was the
successful detection of objects under the real construction conditions where the
scanned scenes were occluded, or the scan data was of low quality. Accordingly, the
object detection approach was based on defined parameters, which allowed
flexibility in the presence of inaccurate or incomplete scan data. First, in order to
determine whether an object was present in the point cloud, the faces composing the
current IFC object were found. Thus, each face of the wall (a cube rectangle) has
two faces (two triangles) whose vertices were extracted, and the plane equation of
the current face was found. Then, the perpendicular distance from each point cloud
point to the face plane was calculated, and the plane was constrained to consider
only the point that was inside the limit of the plane. The result was the number of
points which belonged to each face determined with a threshold of 0.5, the area of
the face, and 0 or 1, where ‘1’ indicated that the face contained enough points. A
face was considered complete if there were at least 400 points per square meter that
belonged to that face, as shown in Figure 53. Since each object had multiple faces, if
at least 60% of the faces were marked as complete, then the object was marked as
detected. These parameters allowed the successful automated identification of built
and not built objects in the point cloud, even when the scan was performed in a
cluttered environment, and the scan data was of a low quality.

First, the method was evaluated by using datasets 1 and 2, where the scanning
environment was free of occlusion. Dataset 1 contained relatively high-quality scan
data acquired on the third floor of the Sgveras building. Meanwhile, in dataset 2, the
point cloud data was obtained with a laser scanner with much lower accuracy
parameters in the Piliamiestis A1 building. The initial object detection test with
these datasets was successful, with all objects detected and identified as built. The
green color in Figure 66 indicates that all objects have been detected.

Piliamiestis A1 (ZEB-GO) Sqveras: 3rd floor (FARO Focus S70)
-,
. ® .
H o 1 - & N N
? " o [} o (Y

Fig. 66. Objects marked in green are detected and identified as built

In addition, the results were presented in an automated monitoring report that
lists 0’s and 1’s along with the global IDs of the objects defined in the IFC model. In
the report, ‘0’ means that the object was not detected in the point cloud and is not
built, while ‘1’ means that the object was detected and has already been built. The
report results for datasets ‘1” and ‘2’ are shown in Table 31.
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Table 31. Automated tracking report listing 0’s and 1’s along with global IDs

Piliamiestis Al Sqveras 3™ floor
No Built/ Built/
) Object ID Not Object ID Not
built built
1 IcslaXPmL9cenLNaPHhfDm 1 0xiLmjZgXDvv7s6AzgDEoM 1
2 1cslaXPmL9cenLNaPHhfDo 1 0xiLmjZgXDvv7s6 AzqgDEoK 1
3 IcslaXPmL9cenLNaPHhfDq 1 0xiLmjZgXDvv7s6AzqDEol 1
4 1cslaXPmL9cenLNaPHhfDs 1 0xiLmjZgXDvv7s6AzgDEoG 1
5 IcslaXPmL9cenL NaPHh{Dt 1 0xiLmjZgXDvv7s6AzgDEoU 1
6 | lcslaXPmL9cenLNaPHhfDe 1 0xiLmjZgXDvv7s6AzgDEoS 1
7 IcslaXPmL9cenLNaPHhfDf 1 0xiLmjZgXDvv7s6AzgDEoQ 1
8 lcslaXPmL9cenL. NaPHhfDg 1 0xiLmjZgXDvv7s6AzgDEoO 1
9 1cslaXPmL9cenLNaPHh{fDh 1 0xiLmjZgXDvv7s6AzgDEoc 1
10 | 1cslaXPmL9cenLNaPHh{Di 1 0xiLmjZgXDvv7s6AzgDEoa 1
11 | 1cslaXPmL9cenLNaPHhfDj 1 0xiLmjZgXDvv7s6AzgDEoY 1
12 | 1cslaXPmL9cenLNaPHhfDk 1 0xiLmjZgXDvv7s6AzgDEoW 1
13 | 1cslaXPmL9cenLNaPHh{DI 1 0xiLmjZgXDvv7s6AzqgDEgf 1
14 | lcslaXPmL9cenLNaPHhfDW 1 0xiLmjZgXDvv7s6AzqDEgt 1
15 | lcslaXPmL9cenLNaPHhfDX 1 0xiLmjZgXDvv7s6AzgDFXm 1
16 | lcslaXPmL9cenLNaPHhfDY 1 0xiLmjZgXDvv7s6AzgDFX 1
17 | 1cslaXPmL9cenLNaPHhfDZ 1 0xiLmjZgXDvv7s6AzgDFXy 1
18 | lcslaXPmL9cenLNaPHh{Da 1 0xiLmjZgXDvv7s6AzgDFXw 1
19 | lcslaXPmL9cenLNaPHhfDb 1 0xiLmjZgXDvv7s6AzgDFXu 1
20 | lcslaXPmL9cenLNaPHhfDc 1 0xiLmjZgXDvv7s6AzgDFXv 1
21 | lcslaXPmL9cenLNaPHhfDd 1 0xiLmjZgXDvv7s6AzgDFW7 1
22 | lcslaXPmL9cenLNaPHhfDO 1 0xiLmjZgXDvv7s6AzgDFW4 1
23 | lcslaXPmL9cenLNaPHh{DP 1 0xiLmjZgXDvv7s6AzgDFW2 1
24 | lcslaXPmL9cenLNaPHhfDQ 1 0xiLmjZgXDvv7s6AzgDFW3 1
25 | lcslaXPmL9cenLNaPHhfDR 1 0xiLmjZgXDvv7s6AzgDFW0 1
26 | lcslaXPmL9cenLNaPHhfDS 1
27 | lcslaXPmL9cenLNaPHhfDT 1
28 | lcslaXPmL9cenLNaPHhfDU 1
29 | lcslaXPmL9cenLNaPHhfDV 1
30 | leslaXPmL9cenLNaPHhfDG 1
31 | leslaXPmL9cenLNaPHhfDH 1
32 | leslaXPmL9cenLNaPHh{DI 1
33 | leslaXPmL9cenLNaPHh{DJ 1
34 | lcslaXPmL9cenLNaPHhfDK 1
35 | leslaXPmL9cenLNaPHhfDF 1
36 | leslaXPmL9cenL.NaPHh{D1 1
37 | leslaXPmL9cenLNaPHh{D3 1
38 | leslaXPmL9cenLNaPHh{DS5 1

Since the objects in the point cloud were identified by comparing the point
cloud data to the IFC model, it was important to identify which object was actually
detected. In addition to producing a report with a list of 0’s and 1’s and a
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visualization, the global IDs allowed identifying which object from the IFC model
was detected (as shown in Figure 67).
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Fig. 67. Global ID of a specific IFC object in Bentley Descartes software

During the experiment with datasets 1 and 2, all the objects were detected
successfully. The next step was to evaluate how the method is able to detect the
missing objects in the point cloud. To accomplish this, several objects were removed
from the point cloud models. In this way, it was simulated that the objects were not
built in reality. One wall and two columns were removed from the point cloud
model belonging to dataset 1, and the resulting point cloud model was assigned to
dataset 3. Meanwhile, two walls and two columns were removed from the point
cloud model belonging to dataset 2, and this model was assigned to dataset 4. The
objects removed from the point clouds are shown in Figure 68.

Piliamiestis A1 (ZEB-GO) Sqveras: 3rd floor (FARO Focus S70)

Columns ndt
present

Walls not
_present

Fig. 68. Method evaluation by removing objects in point cloud data

In this case, the objects missing from the point cloud compared to the IFC
model were identified as not built. The object detection results are shown in Figure
69, where the detected objects are marked in green, and the undetected objects that
were identified as unbuilt are marked in blue.
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Piliamiestis A1 (ZEB-GO) Sqveras: 3rd floor (FARO Focus S70)

o

Fig. 69. Object detection in datasets 3 and 4 when there were missing objects in the point
cloud

In some cases, the obtained results can be difficult to visually analyze by
looking only at the IFC extracted vertices. To facilitate progress tracking, the
proposed methodology allows the integration of both source and target point clouds
for additional visual analysis which provides superior understanding of the current
situation. The integration of the as-built point cloud and the point cloud obtained by
extracting vertices from IFC objects is shown in Figure 70. This integration can
facilitate the evaluation of the current progress.

Object ID Object  Built/ -
not built -

0xiLmjZqXDvv7s6AzgDEoM Cl
0xiLmjZqXDvv7s6AzgDEoK  C2
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0xiLmjZqXDvv7s6AzqDEoG  C4
0xiLmjZqXDvv7s6AzqDEoU  C5
0xiLmjZqXDvv7s6AzgDEoS  C6
0xiLmjZqXDvv7s6AzqDEoQ C7
0xiLmjZqXDvv7s6AzqDEoO  C8
0xiLmjZqXDvv7s6AzqDEoc  C9
0xiLmjZqXDvv7s6AzqDEoa  C10
0xiLmjZqXDvv7s6AzqgDEoY Cl1
0xiLmjZqXDvv7s6AzqDEoW  Cl12
0xiLmjZqXDvv7s6AzgDEgf  CI13
0xiLmjZqXDvv7s6AzqDEgt Cl4
0xiLmjZqXDvv7s6AzqgDFXm W15
0xiLmjZqXDvv7s6AzqDFX ~ W16
0xiLmjZqXDvv7s6AzqDFXy W17
0xiLmjZqXDvv7s6AzqgDFXw W18
0xiLmjZqXDvv7s6AzqDFXu W19
0xiLmjZqXDvv7s6AzqDFXv ~ W20
0xiLmjZqXDvv7s6AzqDFW7 W21
0xiLmjZqXDvv7s6AzqDFW4 = W22
0xiLmjZqXDvv7s6AzqDFW2 W23
0xiLmjZqXDvv7s6AzqDFW3 W24
0xiLmjZqXDvv7s6AzqgDFW0 W25

—_ O e e e e e O b e b b b e e b e e e O

Source and target point clouds integration

Fig. 70. Integration of source and target point cloud data: the case of Sqveras 3™ floor where
two columns and one wall were removed

Up to this point in the experiment, the proposed method was able to correctly
detect and identify built and unbuilt objects in the point cloud when the environment
was not cluttered. However, in construction, the environment is constantly changing,
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and in practice it is difficult to perform scanning without various interferences,
which can lead to incompletely scanned surfaces and, consequently, to a lower data
quality. Therefore, the next step was to evaluate the object detection method in a
cluttered environment. In this case, the methodology was evaluated using by
datasets 5 and 6, where the data was captured with a particular focus on cluttered
environments. Dataset 5 contained a point cloud acquired with a FARO Focus laser
scanner on the first floor of the Sgveras building. Dataset 6, meanwhile, contained a
point cloud acquired at the same location by using a Leica BLK360 laser scanner
with lower accuracy parameters. In addition to the environment being cluttered with
construction materials and the presence of other obstacles, such as formwork or
scaffolding, no effort was made to perform a high-quality scan. The aforementioned
conditions contributed to the displacement and duplication of some columns and
incompletely scanned objects in the resulting cloud model. Such conditions partially
reflected the real environment during the construction process. Also, at this stage of
the experiment, most of the redundant points were not removed and remained in the
point cloud models for further evaluation. The obtained point cloud reflecting these
conditions is shown in Figure 71.

Fig. 71. Example of the resulting point cloud in a cluttered environment: a) several columns
were displaced and duplicated and had incompletely scanned surfaces; b) an obstruction
caused a hole in the scanned surface, and redundant points were not removed; ¢) formwork
was installed above the column, there were scaffolding and other items nearby

Despite the aforementioned challenges, the proposed method was able to
correctly detect IFC objects in datasets 5 and 6. The results of object detection in a
cluttered construction environment are presented in Table 32.

Table 32. Object detection in cluttered construction environment

No. Sqveras 1 floor Dataset 5 Dataset 6
Object ID Built/Not built | Built/Not built
1 | OxiLmjZgXDvv7s6AzgDEpm 1 1
2 | OxiLmjZgXDvv7s6AzgDEp 1 1
3 | 0xiLmjZgXDvv7s6AzgDEpy 1 1
4 | 0xiLmjZgXDvv7s6AzqDEpw 1 1
5 | 0xiLmjZgXDvv7s6AzgDEpu 1 1
6 | OxiLmjZgXDvv7s6AzgDEo6 1 1
7 | 0xiLmjZgXDvv7s6AzqDEo4 1 1
8 | 0xiLmjZgXDvv7s6AzgqDEo2 1 1
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9 | 0xiLmjZgXDvv7s6AzqDEo0
10 | 0xiLmjZgXDvv7s6AzqgDEoE
11 | 0xiLmjZgXDvv7s6AzgDEoC
12 | 0xiLmjZgXDvv7s6AzqDEoA
13 | 0xiLmjZgXDvv7s6AzqDEgr
14 | 0xiLmjZgXDvv7s6AzqgDEgp
15 | 0xiLmjZgXDvv7s6AzqDFXQ
16 | 0xiLmjZgXDvv7s6AzgDFXO
17 | 0xiLmjZgXDvv7s6AzqDFXc
18 | OxiLmjZgXDvv7s6AzgDFXa
19 | 0xiLmjZgXDvv7s6AzgDFXY
20 | 0xiLmjZgXDvv7s6AzqDFXZ
21 | 0xiLmjZgXDvv7s6AzgDFXX
22 | 0xiLmjZgXDvv7s6AzqDFXk
23 | 0xiLmjZgXDvv7s6AzgDFXi
24 | 0xiLmjZgXDvv7s6AzgDFXj
25 | 0xiLmjZgXDvv7s6AzqDFXg

[N U VNN NN (NN NS, NI U, U U, JURIN U U U U JUN, U
[N U VNN U (NN NN, NI U, ORI U, JURINY U U U U, JUN, U

The results of object detection tests carried out up to this stage of the
experiment are presented in Table 33.

Table 33. Object detection results for all datasets

Obj. Objects detected/not detected
No. Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6

1 1 1 1 1 1 1
2 1 1 0 1 1 1
3 1 1 1 1 1 1
4 1 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 1
7 1 1 1 1 1 1
8 1 1 1 1 1 1
9 1 1 1 1 1 1
10 1 1 1 1 1 1
11 1 1 1 1 1 1
12 1 1 1 0 1 1
13 1 1 1 1 1 1
14 1 1 0 1 1 1
15 1 1 1 1 1 1
16 1 1 1 1 1 1
17 1 1 1 1 1 1
18 1 1 1 1 1 1
19 1 1 1 1 1 1
20 1 1 1 1 1 1
21 1 1 1 1 1 1
22 1 1 1 1 1 1
23 1 1 1 1 1 1
24 1 1 0 1 1 1
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In the results presented in Table 33, all the detected objects in the point cloud
were marked as ‘1°, whereas not detected objects were marked as ‘0’. All objects
specifically removed in point clouds in datasets 3 and 4 were marked as not
detected. The results for all the six datasets showed that the objects were detected
with minimal error. One object was incorrectly identified in dataset 4, as an existing
object was marked as not detected. All the other objects analyzed in the experiment
were correctly identified.

3.5.3. Optimization

One of the optimization measures in this study was the processing of one
triangle per face as previously described in Chapter 3.4.3. This optimization
methodology was implemented from the beginning of the experiment and was used
in all tests, thus reducing the computational demand by half.

Since laser-scanned point clouds consist of a large amount of data that is often
redundant, another important aspect to improve the efficiency of the whole process
was data reduction. To reduce the amount of data, a downsampling method using a 5
cm voxel size was applied after the object detection methodology had been validated
in the main tests. After applying downsampling, the point cloud models were
reduced by 91-96% (as shown in Table 34), which proportionally increased the
computational efficiency.

Table 34. Point cloud (PC) data reduction information

. Original PC Downsampled PC
LEDITO 6 T BT (number of points) | (number of points)
SQVERAS 3™ floor (FARO Focus S70) 9451351 834551
PILIAMIESTIS Al (ZEB-GO) 12510712 1236999
SQVERAS 1* floor (FARO Focus S70) 13882774 641578
SQVERAS 1* floor (Leica BLK360) 12990132 532111

After downsampling the point cloud data, the point density decreased, which
resulted in a degraded surface appearance (as shown in Figure 72). Also, a decrease
in the density of points can affect the detection of small objects. However, in this
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study, small objects were not examined, and therefore no additional challenges arose
in this particular field.

Original point cloud visual appearance Downsampled point cloud visual appearance

9,451,351 points 834,551 points

Fig. 72. Example of original and downsampled point cloud data

Data reduction was not observed to affect the alignment process, as the
obtained alignment results were approximately 0.021 m RMSE, similar to the results
obtained before applying downsampling. However, although the computational
efficiency increased after the downsampling process, the proposed object detection
method failed to avoid object detection errors in some cases. All objects were
correctly detected in the Sgveras 3™ floor and Piliamiestis Al datasets. However,
challenges arose with the detection of objects on the first floor of Sgveras building,
where the environment was considered cluttered, and the data quality was lower. In
this case, two existing columns were not detected in the point cloud model obtained
with the FARO Focus laser scanner, as shown in Figure 73. However, all the walls
were detected correctly in this phase of the experiment (Figure 74).

Matrix result: [1,1,1,1,1,1,1,1,1,1,1,1,0,0].

These two columns
were not detected.

Fig. 73. The last two columns were not detected in the point cloud obtained with the FARO
Focus laser scanner on the first floor of the Sgveras building
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Matrixresult: [1,1,1,1,1,1,1,1,1,1,1].

Fig. 74. There are no blue dots in the results visualization, which means that, after applying
downsampling, all walls were detected

Meanwhile, in the point cloud model obtained with a Leica BLK360 laser
scanner, three existing columns and two existing walls were not detected after data
downsampling had been applied, as shown in Figures 75-77.

Matrix result: [0,1,1,1,1,1,0,0,1,1,1,1, 1, 1].

Fig. 75. Columns 1, 7 and 8 were not detected in the point cloud obtained with the Leica
BLK360 laser scanner on the first floor of the Sgveras building

Fig. 76. On the left side, the undetected column No. 1 is shown, whereas, on the right side,
columns Nos. 7 and 8 went undetected

111



Matrix result: [1,1,1,1,1,1,1,1,0, 1, 0].

Fig. 77. Walls Nos. 9 and 11 were not detected

The results showed that the reduced point density had a negative effect on the
detection of objects that had been previously successfully detected. However, it was
observed that point clouds in which all the objects were successfully detected were
considered as high-quality data, or the scanning was performed in an unobstructed
field of view. Object detection challenges arose in those reduced point clouds that
were considered to be of a lower quality, such as where object surfaces were
incompletely captured due to various obstacles. Apparently, reducing the point
density when part of the surface had already been incompletely scanned due to
interference in the cluttered environment resulted in insufficient data to determine
the relationship of the points to the faces of IFC objects. A summary of object
detection test results after applying the downsampling is presented in Table 35.

Table 35. Object detection results for all datasets after applying downsampling

Obj. Objects detected/not detected
No. after applying downsampling
Dataset 1 | Dataset2 | Dataset5 | Dataset 6

1 1 1 1 0
2 1 1 0 1
3 1 1 1 1
4 1 1 1 1
5 1 1 1 1
6 1 1 1 1
7 1 1 1 1
8 1 1 1 1
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3.6. Chapter Conclusions

1. The proposed construction progress monitoring method was based on the
automated detection of objects in the point cloud by comparing the point cloud
data with the IFC model. Data alignment was based on vertex extraction of IFC
objects, which allowed the resulting point cloud of IFC vertices to be aligned
with the as-built point cloud obtained by laser scanning. The object detection
process involved determining the relationship between the existing points and
IFC objects faces by computing the plane equation.

2. In order to perform the construction monitoring task, experiments were
conducted under different construction conditions. The geometry of the structural
objects was captured by using three laser scanners with accuracy parameters
ranging from 1 to 30 mm, including static and mobile scanning workflows. The
initial object detection methodology was developed by using scan data obtained
in an orderly environment, and then the methodology was verified with the scan
data obtained in a cluttered environment, which reflected the real situation in the
daily construction process.
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3. The evaluation of the proposed methodology focused on the effectiveness of data
alignment and whether objects in the point cloud were correctly identified as
built or as not built under different construction conditions compared to the IFC
model. During the experiment, after performing three tests and evaluating 6
datasets, approximately 99% of the objects were correctly detected. However, the
presented method cannot estimate deviations or determine whether the object has
been built correctly. An object is considered built if at least 60% of the faces of
the IFC object have a relationship with the points of the as-built point cloud
according to the defined parameters. Therefore, theoretically, if the object is not
yet built, but its completion is at least 60%, it could be identified as built.

4. A downsampling method was applied to optimize the object detection process,
thus reducing the amount of data by 91-96%, and, as a result, the computational
efficiency increased proportionally. With this approach, the object detection task
was greatly influenced by the quality of the scanned data and the scanning
environment. In cases where the scan data was of a lower quality and the scan
was performed in a cluttered environment, several objects were incorrectly
identified. However, in point clouds obtained by scanning in an orderly
environment with an unobstructed field of view, all the objects were detected
correctly.
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4. RESULTS AND DISCUSSION

This Chapter summarizes the results obtained from the experiments conducted
during the earthwork construction and structural construction phases. Chapter 4.1
presents the impact of progress monitoring automation on the traditional approaches
and highlights the benefits of applying 3D point clouds to automate the monitoring
process by using UAV-based photogrammetry and laser scanning technologies.
Chapter 4.2 presents the main limitations which were determined during the
experiments.

Several studies have been conducted to evaluate the accuracy and efficiency of
different point cloud-based technologies, such as mobile and terrestrial laser
scanning [102, 103, 104]. The accuracy of UAV-based photogrammetry using
different configurations of GCPs, camera settings, and data processing schemes has
been analyzed in [89, 90, 91]. In recent years, several studies have been conducted
examining the RTK and PPK workflows of UAV-based photogrammetry [202, 203].
There have also been several studies comparing the most popular photogrammetry
software packages, such as Agisoft Metashape, Pix4D, Bentley ContextCapture, and
others [89, 204, 205]. Based on previous studies, comparison of software packages
or evaluation of the accuracy of each method was beyond the scope of this study.
The results are presented to fill research gaps by comparing different workflows in
terms of accuracy, reliability, and time approaches as they influence the traditional
nature of work. Accuracy is evaluated in terms of how accurately a method can
identify objects and estimate quantities compared to the traditional approaches as a
reference.

4.1. Impact of Automation on Monitoring Processes

In this thesis, the impact of automation on monitoring processes is evaluated
from several aspects. First, the data accuracy of point cloud-based technologies was
evaluated in comparison with the results obtained by the traditional approaches. In
both experiments, data acquisition workflows were tested under real construction
conditions. Secondly, the time and cost aspects of automated approaches were
considered. Then, the output data and automation quality aspects of both
experimental results were analyzed. Finally, health and safety factors were
considered based on a comparison of workflows between the automated and
traditional approaches. A representation of the aggregated results of both
experiments is shown in Figure 78. The construction phase consists of various
categories of work. Therefore, different technologies and workflows had to be
applied to monitor the progress. However, the data obtained by both methods, which
is used for the analysis of automated progress monitoring processes, is expressed in
the point cloud format.
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EARTHWORKS CONSTRUCTION STRUCTURAL CONSTRUCTION
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UAV-based photogrammetry TLS and Mobile laser scanning
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Automated methods can improve accuracy vs. traditional approaches
* significantly more data points are obtained

Time and cost benefits compared to traditional surveys
* depends on the scale and complexity of the project

Automated report and visualization
* quantities for payment to subcontractors
* completed work quantities for self-control and construction technical supervisor
* avoiding legal disputes due to disagreements over work quantities

Automation quality is highly dependent on the workflow used
* unreliable, lower quality data can give false results

Improved health and safety vs. traditional approaches
* aperson's presence in dangerous places can be avoided

Fig. 78. Outcome of automated progress monitoring

A summary of the comparison of all the technologies examined in the thesis is
schematically shown in Figure 79. The results of the methodologies used in the
experiments are compared with the traditional approach, which serves as a reference
line. The equipment cost, data acquisition and processing time efficiency, and other
comparative results are shown as approximations. The cost of the units has been
estimated based on preliminary information based on the initial verbal offers from
vendors. The data acquisition and processing times using the traditional methods are
based on the experience and information provided by professional surveyors. The
accuracy and reliability of UAV-based technologies have been evaluated through
experiments. The accuracy of laser scanning was evaluated according to the
technical specifications of the device as declared by the manufacturer, and the data
quality was evaluated according to the amount of noise obtained in the data, the
population of points per m’, and the correspondence to the geometry of the BIM
model, as well as the overall visual assessment. The reliability of the workflows was
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evaluated based on how smoothly the data was obtained and how many and what
errors occurred during each experiment with respect to the accuracy and quality of
the final data.

I Traditional approach e UAV PPK-based approach UAV RTK-based approach
[ UAV GCPs-based approach B TLS technology EEER Mobile laser scanning
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Fig. 79. Comparison of automated construction monitoring technologies compared to the
traditional approach

4.1.1. Accuracy

The accuracy of the automated construction progress monitoring methods was
evaluated considering the results obtained by the traditional approaches under real
construction conditions. The accuracy of the earthworks control was evaluated by
the quantities obtained in comparison with the quantities obtained by the traditional
methods. When measuring more than 10000 m® of soil, the results obtained by the
traditional method differed from the results obtained by automated methods from
1.96% to 4.67%. The problem here is that, in practice, for this type of work, the
traditional methods rely on a GNSS receiver which can incur an error of several
centimeters. The traditional method can measure a point more precisely if there is
vegetation in a certain area, but it is unrealistic to collect so many data points
compared to the point cloud-based technology. During the experiment, 1008 points
were acquired when using a GNSS receiver, while millions of x, y, z data points
were acquired by UAV-based photogrammetry. A much larger number of data
points can improve the overall accuracy of the model. The mesh surfaces obtained
from photogrammetric models and Civil 3D software were superimposed and
compared. Three random cross-sections were made in stockpiles No. 3, No. 15, and
No. 16. The locations of the cuts are shown in Figure 13. In the cross-sections, the
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differences between the UAV data obtained from 74 m and 100 m heights against
those of the ground level survey data were compared. As Figure 80 shows, with a
GNSS receiver, a data point is captured at the bottom and top of the stockpile. In
practice, it is difficult to capture a sufficient amount of data points to accurately
reproduce the surface curvature. The cross-sections showed that the differences
between UAV data obtained from different altitudes varied by approximately 0.04—
0.08 m in some locations. However, the difference between the photogrammetric
surfaces and the surface measured with the GNSS receiver reached up to 0.26—0.89
m in some places.

159 m

157 m

155 m
Om 10m 20m
Cross-Section1l ~PPK74m —PPK100m —GNSS Receiver
160 m 1 157.85 m (+0.08) L
1157.51 m (~0.2
158 m i
156 m ;
414 m
Om 10m 20m 30m
Cross-Section2 ~ PPK74m —PPK100m —GNSS Receiver
159 m 1:2
158 m

158.62 m (+ 0.04)
159.47 m (+ 1\

157 m

156 m

14.25m
Om 4m 8m 12m 16 m
Cross-Section3 ~ PPK74m —PPK100m —GNSS Receiver

Fig. 80. Cross-sections of random stockpiles

The use of point cloud-based technologies in building construction also results
in a significantly larger amount of x, y, z data points, which can improve the
accuracy. However, in this case, the geometric accuracy was not evaluated. The
accuracy of the monitoring process was evaluated based on how accurately the
method was able to automatically identify built and not built structural objects
compared to the associated IFC model. The results obtained during the experiment
showed that the presented method correctly identified approximately 99 percent of
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the objects. In general, the methods investigated in both experiments were evaluated
according to how accurately the amounts of work performed were estimated.

4.1.2. Time and cost benefits

When automating the monitoring of construction progress, it is fundamentally
important to consider the benefits this process can provide in terms of time and cost.
The UAV-based technology is a relatively inexpensive solution which can provide
tangible benefits depending on the scale of the project. An industrial unmanned
aerial system for earthworks survey can cost from approximately 5000 Euros
upwards. In this case, such a system was used. An additional similar contribution to
the price may be the software, which also depends on the workflow used. However,
when using UAV-based technologies, significantly more data can be captured in
significantly less time compared to the traditional approach (Figure 81). When
evaluating the area of 5549.55 m? measured in the traditional way during the
experiment, the same area was measured approximately six times faster when using
the UAV-based approach. With an increase of the area, the UAV-based method
becomes significantly more efficient.
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Fig. 81. Data acquisition time of automated vs. traditional approaches

However, it should be considered that, when flying a UAV, preparation is
required for setting up the control points, and the preparation time depends on the
workflow used. During the experiment, the most reliable results were obtained when
using the PPK workflow. However, this workflow requires the installation of at least
one known control point, which must be activated and immobilized for at least 45
minutes. Other workflows require several ground control points, which must be
installed at appropriate distances and at the edges of the surveyed site. In any case,
the minimum set-up and flight time can take about one hour, so the time efficiency
of the UAV-based technology during the experiment was determined only for
construction sites larger than 925 m? (Figure 82).
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Fig. 82. Efficiency in relation to the scale of project

In addition, the efficiency of data acquisition can be affected by the expertise
of the person flying the UAV, otherwise known as the remote pilot. An experienced
remote pilot can reduce the data acquisition time by optimizing the flight planning
and execution, as well as by ensuring the data quality and regulatory compliance.
Capturing high-quality images is critical to the accuracy of the photogrammetric
model. Poorly captured images can adversely affect the data accuracy and may
require a re-flight. In favorable weather conditions and when implementing
uncomplicated flights, the remote pilot’s competencies are not so significant.
However, it is very important to note that the complexity of the surveyed area, the
difference in terrain heights, and adverse weather conditions have a significant
impact on the flight safety, data acquisition time, and data quality. The experience of
the remote pilot is especially important for obtaining data under these conditions.

The laser scanning technologies needed to monitor the construction progress
of a building are significantly more expensive. The approximate prices of the 3D
laser scanners used in the experiment range from 20 to 70 thousand Euros. The price
depends on the technical parameters of the devices, such as the ability to achieve
millimeter-level accuracy. However, there are many occlusions in the construction
environment, and a lot of noise is obtained in the scan data, so the accuracy
parameters do not necessarily play the most important role in the proposed
methodology. The results of the experiment showed that the developed methodology
can successfully identify objects by using laser scanners with accuracy parameters
from 1 to 30 mm, which allows a wider choice of devices in terms of price.

However, there are more important factors to consider when monitoring the
progress in a real construction environment, such as occlusion and data acquisition
efficiency. Static scanners can provide more accurate data, but they were found to be
quite time-consuming during the experiments. Mobile laser scanning was more
time-efficient in capturing data, especially with regard to obstacle avoidance. The
experimental study was conducted as part of a construction project and was not
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compared to the traditional approach. However, it is assumed that, in a large-scale
project or in hard-to-reach areas, the laser scanning technology can be a more time-
efficient and cost-effective approach to data capturing compared against the
traditional method, depending on the construction conditions. One argument is that
laser scanning can produce a large amount of accurate data that can then be
automatically integrated into an IFC model with minimal manual steps, thereby
saving time-consuming manual calculation of quantities.

4.1.3. Report and visualization

A major advantage of automated construction progress monitoring is that the
completed work report is generated automatically. The reports indicate the quantities
of work performed and provide a visualization which helps to determine the location
and what work has been done or not done yet, and capture the current situation at a
certain point in time. An example of an earthworks control report is shown in Figure
83, and an example of a building construction progress monitoring report is shown
in Figure 84.
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Fig. 84. Example of visualization and report of structural construction progress monitoring

In the case of automated earthwork control, the report was generated by using
a commercial solution. In this case, several manual steps are required, such as
setting the name of the material or its properties. Then, by using elementary tools,
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such as polyline, the desired area for quantity calculation is marked, and the report is
generated automatically. One of the advantages of this earthwork control system is
that the platform is cloud-based, and stakeholder(s) can perform the calculations
themselves without the need for the intervention of a surveyor. During practical
experiments, it was determined that such an automated system helps construction
managers to perform self-control, to control the quantities and quality of
subcontractors’ work, or submit invoices for payment based on the report.

The automated monitoring system for building construction was developed
during this thesis without the use of commercial solutions. Minimal commercial
software intervention was required only for input data preparation, and
improvements are still needed to test the method in practice. However, the
developed automated monitoring system offers great potential for practical use as it
was able to automatically identify structural objects from the scanned data from
occlusive construction environment. The system automatically provides a report
with the identified objects, while also automatically providing the ID of each object
extracted from the IFC file and delivering a visualization of the as-planned and as-
built models integration. As with the control of earthworks, in this case, it is also
possible to perform self-control by controlling the quantities of work performed, or
to submit invoices for payment based on an automatically generated report.

Both in the case of the earthworks phase and in the case of the structural
construction phase, the reports visually present the as-is situation in relation to the
date, thus reducing the possibility of disagreements about the quantities of work
performed.

4.1.4. Automation quality

The quality of automation of both UAV-based photogrammetry and laser
scanning technologies can be sufficiently influenced by the quality of the data
obtained. During the experiments, it was observed that the data quality was
influenced by the parameters of the devices and the workflow used. For example,
when flying the UAYV at an altitude of 100 m, the data was captured faster compared
to the flight at a lower altitude, but the quality of the obtained data was lower, which
resulted in less accurate calculations of the work performed. In the case of laser
scanning, the data was obtained faster with a mobile scanner, but capturing data by
using this approach requires more expertise, the scanning range of the device is
more limited, and the accuracy parameters are lower compared to other static
scanners used in the experiment. All this affected the quality of the data, as a result
of which, an object was incorrectly identified during the test.

During the earthworks phase, the data are usually assigned to a certain
common coordinate system, and the accuracy of the results is highly dependent on
the correct alignment of the data sets. Although the earthworks control system is
automated and greatly facilitates the work of construction managers and other
interested parties, manual steps are still required to perform measurements or data
alignment corrections if the quality of data has been affected by external factors. In
building construction, IFC models are usually assigned to the zero-coordinate
system, which is different from the data obtained by laser scanning. Therefore, in
this case, the automation process requires additional manual intervention so that to
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roughly align the datasets. After uploading the data into the developed system, apart
from this manual intervention, the entire object detection process was fully
automated.

4.1.5. Health and safety

The experiments have shown that health- and safety-related challenges in the
construction progress monitoring process can be avoided by using UAVs or laser
scanners. The traditional way of measuring the earth’s surface involved climbing
steep slopes and loose stockpiles, the height of which reached several meters. The
GCP-based UAV approach also posed some safety-related challenges, as control
points must be located at appropriate distances and within the borders of the
measured area. However, with RTK- or PPK-based UAV approaches, only a few
control points were required, and, in the case of the PPK workflow, only one known
point was used as a control point. Such solutions allowed relatively safe and fast
capturing of the reality data compared to the traditional method of measuring with a
GNSS receiver. In addition, with a reality model, construction managers can assess
hazardous locations, thus preventing accidents in advance. Meanwhile, during the
building construction monitoring process, the terrestrial laser scanner was placed at
16 locations to capture the as-is data of the entire 600 m? area. This helped to avoid
excessive walking in occluded areas. In this case, the construction environment was
not particularly dangerous. However, in complex projects with high ceilings or hard-
to-reach areas, it could significantly improve health and safety in terms of as-is data
capture.

4.2. Limitations

UAV-based photogrammetry and laser scanning technologies are used in the
construction sector for 3D mapping, terrain and object modelling, and this offers the
potential to automate the process of monitoring the progress during the construction
phase. However, these technologies still suffer from some common limitations that
need to be considered.

First, the accuracy of both photogrammetry and laser scanning-based
approaches is affected by factors such as weather conditions or equipment quality.
During the experiments, the accuracy and reliability of the data was also affected by
the choice of the workflow to be used. For example, in earthworks construction, the
most reliable data was obtained by using the PPK workflow, while, in the structural
construction experiment, the most reliable data was obtained by using TLS high
technical parameters. However, high-quality laser scanning equipment can be
prohibitively expensive. In some cases, the cost of high-quality unmanned aerial
systems, including software, can also be high. Data processing requires significant
processing power and can be time-consuming, especially when working with large
data sets. In this study, a cloud-based technology was used for the photogrammetric
approach, which helped avoid the need for a highly powered computer, but this
solution resulted in a higher cost. TLS data processing required the use of third-party
software for data conversion and pre-processing. Also, to speed up the calculation
process, the amount of TLS point cloud data was optimized by reducing the number
of points, which affected the accuracy of object identification in the case when the
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data quality was lower. Both UAV-based photogrammetry and TLS data quality can
be affected by environmental factors, such as vegetation, shadows, and changes in
the light conditions, and therefore require a certain level of skill and experience to
use these technologies effectively. In addition, in UAV applications, the data quality
may be affected by atmospheric conditions and other external factors which are out
of human control, such as the effect of ionospheric and tropospheric refraction,
which may cause the distance to deviate from its true value or the geometry of the
satellite at the time of data collection. Figure 85 shows an example of a cycle slip
error from satellites.
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Fig. 85. Multiple cycle slips from satellites (image from https://www.propelleraero.com/
support team)

Furthermore, while UAVs can improve the construction site safety, the
unmanned vehicle itself is a potentially dangerous device, and, in a loss-of-control
scenario, the speed at which a remotely piloted aircraft descends from an altitude of
approximately 60 m and reaches its terminal velocity is much higher than the
determined acceptable values, which may cause unacceptably serious injuries [206].
At an altitude of 60 m, the DJI Phantom 4 RTK aircraft would have an estimated
terminal velocity of 36 m/s on impact and a kinetic energy of about 900 Joules,
which could cause fatal injuries [207]. For safety reasons, (ES) 2019/247 regulation
has been issued in Europe. It restricts the possibility of unmanned aerial vehicles
flying over uninvolved persons [208]. This limitation significantly complicates
effective data collection, as it is practically difficult to achieve that no people remain
in the construction site during the working hours.

4.3. Chapter Conclusions
1. Earthworks and building construction progress monitoring use different

methodologies, but both methodologies are based on 3D point cloud applications.
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The results obtained during the experiments showed that the use of point cloud
technologies can improve the data accuracy and capture the data efficiently in
terms of time, as thousands of data points are measured in one second, and the
density of the obtained points allows for much more accurate reproduction of the
surface area compared to the traditional approaches.

. Experiments have shown that the quality of both UAV-based photogrammetry
and laser scanning data affects the quality of automation. Meanwhile, the data
quality is influenced by the chosen data capture technique and the technical
parameters of the equipment in use. In the case of the UAV approach, when
capturing data by using a lower image resolution, the results of the calculated
work quantities differed by 1.08-2.12% from those obtained when capturing data
with a higher resolution. Meanwhile, when scanning with a laser scanner of
lower-level parameters, the object was incorrectly identified. In both cases, the
data quality suffered as a result of speeding up data acquisition.

. The UAV-based photogrammetry and laser scanning technologies explored in
this thesis involve a sufficiently high level of automation and are capable of
providing automated reports of work quantities, but both methods suffer from
several limitations in terms of the data acquisition efficiency. In the case of a
UAV-based approach, the effectiveness of data capturing is limited by no-fly
zones, permit-to-fly procedures, and safety considerations that prevent overflying
people not involved in the flight operation. Meanwhile, the time efficiency of
laser scanning data acquisition must be balanced with the quality of the data
obtained, especially in terms of the accuracy and population of data points per
cubic meter. Scanning with a static laser scanner usually produces higher quality
data, but it is also a slower data acquisition process.
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5.

1.

GENERAL CONCLUSIONS

The literature review shows a significant interest among researchers in the topic
of automated construction progress monitoring using 3D point cloud
technologies, such as photogrammetry and laser scanning. Previous studies have
shown that collecting data and updating schedules can take 20-30% of the time
each day, and ineffective construction progress monitoring causes more than
53% of construction projects to fall behind schedule. However, the construction
phase consists of different categories of work, such as earthworks construction,
structural construction, MEP, finishing works, etc., and thus different
methodologies have to be applied to automate the monitoring process. 3D point
cloud technologies offer the greatest practical value for civil works and structural
construction monitoring. It has been found that, in terms of data acquisition, it is
most effective to apply UAV-based photogrammetry for earthworks construction,
and laser scanning technology for structural construction. The main challenges
have been identified, such as the automated alignment of IFC and point cloud
models, particularly in the presence of noise and outliers in the captured data, and
automatic object detection in occluded environments where the surface of objects
cannot be fully scanned. Various methods have been proposed by researchers,
but the challenges of reliable and effective practical application under real
construction conditions are still being addressed.

During the earthworks control experiment, three different UAV-based
photogrammetry workflows were investigated, such as GCPs-based, RTK and
PPK approaches and compared with the traditional method involving the use of a
GNSS receiver. In an area of 5549.55 m*, data was obtained by UAVs 83% faster
than when measuring with the traditional method using a GNSS receiver. The
difference in the vertical reference points between the analyzed methods did not
exceed the RMSE value of 4 cm, and, in most cases, it was less than 3 ¢cm. The
PPK method was found to provide the most time-efficient and reliable results in
terms of the accuracy and error rate and had a significant impact on the efficiency
of earthwork quantity estimation. However, due to the relatively high cost and
workflow specificity, automated technologies can improve the efficiency of
construction progress monitoring in large-scale projects. During the experiment,
it was found that the UAV-based method gains time efficiency from a project
scale of 925 m?. As technology advances, gathering data with drones can become
faster and make the whole progress monitoring process even more efficient.

. Practical experiments have shown that, in many cases, site supervisors and

managers do not need a surveyor on site, as they can quickly estimate volumes
by themselves. This technology replaces the need for calculations of trucks and
gives better accuracy and reliability of the earth quantity control, including the
control of the subcontractors’ work. To reduce the possibility of mistakes, to plan
the quantities, and to perform quality control, LandXML and .dfx designs are
efficiently used for ground levelling and other operations, when the traditional
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method would take much longer, and some control operations may be impossible
to complete.

4. During the structural construction experiment, a methodology for the automated
detection of existing objects based on the assigned IFC model was developed,
which allowed for the automated alignment of point cloud and IFC models in the
presence of noisy and biased scan data, and the successful automatic detection of
objects when their surfaces were not fully scanned:

a) the geometry of the building structures was captured by using three 3D laser
scanners with different technical parameters. Two static laser scanners with
a declared accuracy of 1 mm and 4-7 mm and one mobile laser scanner with
a declared accuracy of 10-30 mm were used. As-is data was collected in an
orderly environment with no obstructions in the line of sight and also in an
occluded construction environment to reflect a real construction scene.

b) after manual pre-processing of the obtained data, an automated alignment
process of IFC and point cloud models was developed based on the ICP
algorithm. This process allowed the data to be aligned with an accuracy of
2.1 cm RMSE, which was sufficient to correctly identify the objects. To
unify the structure of the data, the vertices of the elements were extracted
from the IFC, thus obtaining a point cloud extracted from the IFC. The only
manual intervention required for data alignment was the selection of three
pairs of reference points in both point cloud models.

¢) a methodology for automatic object detection was developed which allows
extracting IFC data, calculating the plane equation of faces, and estimating
the distance from a point to a plane. During the experimental test, out of 176
evaluated construction objects, 99.4% were correctly identified, including in
the occluded construction environment, when the surface of the objects was
incompletely scanned, or the obtained data was of poor quality. After
optimizing the object detection process, the amount of data was reduced by
91-96%. In this case, 92.9% of the 113 assessed objects were correctly
identified. Therefore, it becomes evident that the quality of the data has a
significant impact on the automation process.

5. UAV photogrammetry and laser scanning technologies can provide reasonably
accurate data and reduce labor and material costs for large-scale projects
compared to the traditional methods, such as the use of a GNSS receiver or a
total station. With constantly updated construction data, it is possible to
effectively control the scope of work, identify the potential problems or delays,
and take action to keep the project on schedule and avoid additional costs.
Automatically generated reports combined with visualization can help avoid
disputes that can end in financial losses. Data collection during the experiments
required continuous manual intervention, and, in the case of laser scanning, data
acquisition was not as time-efficient as compared to the UAV approach. For
small-scale construction projects, these technologies can be prohibitively
expensive and inefficient.

6. Based on the results of the research, several aspects are recommended for
construction companies planning to implement UAV-based photogrammetry or
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3D laser scanning for construction progress monitoring. First, companies need a
strategic and holistic approach, because practice shows that innovative tools get
adopted rather slowly. Investment should be considered as a potential long-term
cost saving by controlling the quantities and quality of the work performed and
the possibility of ensuring sustainable competitiveness. The price of the laser
scanners used in the research ranges from 20000 to 70000 Euros. The UAV
system would require a further investment of around 5000 Euros. However,
before investing, it is important to assess the limitations of the technology, such
as reflective surfaces, complex geometries, occluded environment, weather
effects, and compliance with the regulatory rules for UAV flights. In addition, it
should be considered that not all software solutions have the height system
LASO7, which is widely used in Lithuania, installed. Successful use of these
technologies requires training programs for employees and reliable software
solutions, the price ranges of which can vary from 5000 to 20000 Euros.
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6. FURTHER WORK

Large-scale land surface capture by using UAV-based photogrammetry is an
efficient process compared to the traditional methods using GNSS receivers.
Although the data acquisition is automated, it still requires human intervention
during the flight. Also, in smaller-scale construction sites, data acquisition by using
drones becomes inefficient due to the preparation-to-flight time. The development of
an autonomous data acquisition system could reduce the need for human
intervention and could make the progress monitoring process more efficient in
smaller-scale construction projects.

In order to obtain accurate, high-quality data, indoor laser scanning is also a
relatively time-consuming process which requires constant manual intervention. The
methodology proposed in the thesis allows successful automatic identification of
construction objects even with lower-quality scan data. This can contribute to
improving the effectiveness of progress monitoring through the data acquisition
process.

Although the objectives of the thesis have been achieved, the proposed
automated construction progress monitoring methodology still suffers from several
limitations. For example, small faces in an IFC object usually do not have an
associated point cloud and therefore cannot be detected. Also, while the alignment
process is seamless, minimal manual intervention is still required. Fully automating
the alignment process could be an area to explore. A further direction of research
could be based on the improvement of the aforementioned limitations, and the
experiments should be carried out on a larger scale by analyzing the whole building
instead of a part of it.
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7. SANTRAUKA

Tyrimo aktualumas

Statybos pramoné vaidina svarby vaidmenj bet kurios Salies ekonomikoje,
taCiau pastaruosius deSimtmecius Sis sektorius buvo vienas maziausiai skaitmeninty.
Statybos pramonés transformacija per skaitmeninimg buvo apibréziama terminu
Statyba 4.0, kuris skatino diegti naujas skaitmenines technologijas ir praktika, kad
pagerinty statybos projekty efektyvuma, kokybe ir tvarumg. Kadangi dél didéjancio
pasaulio gyventojy skaiciaus ir klimato kaitos didéja buisto [1] ir infrastruktiiros [2]
poreikis, statyby pramoné turi pritaikyti nauja praktikg ir naujas darbo metodikas,
kad galéty toliau remti Zmogaus veiklg tvaresniu ir veiksmingesniu budu.

Nepaisant sparc¢ios statybos pramonés skaitmeninimo, skaitmeninimo pazanga
jvairiose 3alyse buvo nevienalyté. Pavyzdziui, Siaurés ir Vakary Europos falys
zengia ] priekj grei¢iau nei Vidurio ar Ryty Europos Salys. Skaitmenindama statyby
sektoriy, Europa siekia naudoti pazangias technologijas, tokias kaip statinio
informacinis modeliavimas (BIM), bepiloc¢iy orlaiviy (BO) ir lazerinio skenavimo
technologijos, kartu su masininiu mokymusi ir kompiuterija, kad biity pagerintas
statybos procesy efektyvumas, sumazintas atlieky kiekis ir biity pagerintas bendras
naSumas. Be to, skaitmeninimas gali padaryti projektinius sprendimus skaidresnius,
padéti iSspresti sudétingas problemas siekiant aukStesniy tvarumo standarty, skatinti
inovacijas ir padidinti sauguma [3, 4].

Pastargji deSimtmet] skaitmeniniy inovacijy démesio centre buvo BIM
diegimas, taciau lygiagreciai augo ir tokiy technologijy, kaip bepiloCiy orlaiviy
fotogrametrija ir lazerinis skenavimas, svarba. Sios technologijos leidzia tiksliau
iSmatuoti kiekius ir nustatyti galimas atliekas. Tokiu btudu galima efektyviau
panaudoti medziagas ir sumazinti poveikj aplinkai, taip pagerinant statybos tvaruma.
Statyby procesui stebéti gali biiti naudojamos lazerinio skenavimo technologijos,
kurios gali padéti iSvengti klaidy ir uztikrinti, kad statybos projektas biity vykdomas
pagal plang. Tai gali padéti sumazinti pakartotinio darbo poreikj ir sumazinti laika
bei iSteklius. Bepilociai orlaiviai gali biiti naudojami statybvietése, siekiant pagerinti
statybos eigos stebéjimo efektyvuma, nustatyti galimus rizikos veiksnius ir pagerinti
kokybés kontrole bei saugos priemones.

Statybos eigos steb¢jimas yra svarbi projekto valdymo sudedamoji dalis,
padedanti laiku identifikuoti ir spresti problemas, kuriy gali iSkilti statybos proceso
metu. Jvairiy pramonés Saky statybos jmonés 3D lazerinj skenavimag ir
fotogrametrijg praktikoje taiko jvairiais tikslais. Situacijai jvertinti skenuojami tiltai,
keliai ir kiti infrastruktiiros objektai, pastaty konstrukcijos, apleistos teritorijos.
Taikymas apima topografinius matavimus, kelio dangos ir Saligatviy profiliavima,
tario skait¢iavimus, tilty paZzeidimy jvertinimus ir kt. Sios metodikos taikomos
apzilrint pastaty, apleisty teritorijy ir infrastruktiros esamg biikle prie$
projektuojant, o véliau tos pacios vietos yra i§ naujo fiksuojamos pazangai stebéti ir
analizuoti.

Norint stebéti statybos eigg, bepilo¢iy orlaiviy fotogrametrija placiai
naudojama Zemes darby kiekiy kontrolei, o lazerinis skenavimas daZniau
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naudojamas pastaty statybos projektuose. Nors dél technologijy pazangos Sios
technologijos vis dazniau naudojamos statybos pazangai stebéti, taciau taip pat yra
susiduriama ir su tam tikrais iSSuikiais. Tai apima nepasitikéjimg naujomis
technologijomis, integracijos su kitomis technologijomis, pavyzdziui, BIM,
sudétinguma ir nepakankamg automatizavimo lygj. Dél nuolatiniy pokyc¢iy statybos
aikstelése susidaro sudétingos salygos gauti kokybiskus duomenis. Automatizuotos
statyby pazangos stebé¢jimo metodikos analizé ir tobulinimas, iSsprendziant minétus
sektoriaus jvaizdj bei prisidéti prie europiniy statybos skaitmeninimo tiksly
igyvendinimo.

Tyrimy objektas

Siame darbe tiriamas fotogrametrijos ir lazerinio skenavimo technologijy
naudojimas statybos etape. Nagrinéjamas Siy technologijy taikymas zemés darby ir
pastato konstrukcijy statybos pazangai stebéti.

Tyrimo tikslas

Siuo tyrimu siekiama pritaikyti fotogrametrijos ir lazerinio skenavimo
metodus statybos pazangai stebéti nuo zemés darby valdymo iki pastato konstrukcijy
steb¢jimo ir pasitlyti stebé&jimo proceso automatizavimo metodika, apimancig
statinio informacinio modelio ir lazerinio skenavimo duomeny integravima.

Tyrimo uZdaviniai

Norint pasiekti tikslg sukurti automatizuotg statybos eigos stebéjimo metodika,
buvo nustatyti keli konkretis uzdaviniai:

1. ISanalizuoti esamg literatuira ir iStirti duomeny gavimo priemones, technologijas
ir metodus, naudojamus statybos eigai stebéti.

2. Atlikti eksperimentus ir iSanalizuoti jvairias bepilo¢iy orlaiviy fotogrametrijos
darbo eigas bei pateikti steb¢jimus, lyginancius skirtingy metody efektyvuma ir
patikimumg Zemés darby eigai stebéti.

3. Uzfiksuoti erdvinius pastato konstrukcijy duomenis statybinéje aplinkoje
naudojant jvairius lazerinio skenavimo biidus ir i§ gauty duomeny sukurti
bandomuosius duomeny rinkinius.

4. Sukurti 3D tasky debesies duomeny ir atitinkamo BIM modelio sulygiavimo ir
integravimo metodikg, naudojant skaitmeninj duomeny standarta-formatg (IFC).

5. Sukurti automatizuotg statomy objekty steb¢jimo procesg palyginant skenavimo
duomenis su projektiniu 3D modeliu, ypatingg démesj skiriant objekty aptikimui
realioje statybos aplinkoje.

Tyrimo metodologija

Norint pasiekti Siuos tikslus, biitina suvokti BIM technologijos samprata,
erdviniy duomeny gavimo technologijas, iy technologijy integravimo galimybes bei

v —

literatuiros analizé.
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Remiantis literatiiros apzvalgos iSvadomis bei praktiniais pastebéjimais buvo
nustatyta, kad fotogrametrijos taikymas yra efektyvesnis zemés darby eigai stebéti, o
lazerinio skenavimo technologijos praktikoje daugiau taikomos pastato statybos
etape. Atsizvelgiant j tai, baigiamajame darbe buvo atlickami du eksperimentai:
pazangos steb&jimas Zzemés darby etape ir pazangos stebéjimas pastato statybos
etape.

Bepilociy orlaiviy fotogrametrija turi jvairias darbo eigas ir metodikas, kurios
gali nulemti pazangos stebéjimo efektyvuma ir patikimumg. Siekiant nustatyti darbo
eigos poveikj zemés darby eigos stebéjimui, buvo atlikti eksperimentiniai bandymai
naudojant tris skirtingas metodikas, kurios taip pat buvo palygintos su tradiciniu
metodu.

Pastato statybos etape buvo tiriamas lazerinio skenavimo technologijy
taikymas pazangai stebéti. Naudojant lazerinio skenavimo biidu gautus duomenis,
buvo sukurta metodika, leidzianti integruoti IFC ir 3D tasky debesies duomenis bei
automatisSkai aptikti pastato objektus 3D tasky debesyje pagal atitinkamg IFC
modelj.

Mokslinis naujumas

Tyrimo naujumas pagrijstas fotogrametrijos ir lazerinio skenavimo
technologijy taikymu automatizuotai statybos eigos stebésenai nuolat kintancioje
aplinkoje:

1. Tyrime nustatytas pazangiy realaus laiko kinematinés ir vélesnio koordinaciy
patikslinimo bepiloc¢iy orlaiviy fotogrametrijos metody tikslumas ir patikimumas,
kurie buvo palyginti su jprastine praktika naudojant antzeminj GNSS imtuva.

2. Pasiiilytas naujas metodas, kuris integruoja lazerinio skenavimo duomenis su IFC
modeliu, leidzia automatiS$kai aptikti 3D tasky debesyje esancius objektus
lyginant su IFC faile esanciais objektais.

3. Objekty aptikimo procesas, sukurtas apskaiciuojant kiekvieno IFC elemento
pavirSiaus plokStumos lygti ir nustatant ry$j tarp tasko ir IFC objekto, leidzia
identifikuoti nevisiskai nuskenuotus objektus 3D tasky debesyje.

Ginamieji teiginiai

1. Statybos pazangos steb¢jimo procese automatizuotos bepilociy orlaiviy
fotogrametrinés darbo eigos uztikrina didelio masto projekty, kuriy plotas
didesnis nei 925 m? efektyvuma, palyginti su tradiciniais metodais, tikslumo,
patikimumo ir laiko poziiriu.

2. IFC ir 3D taSky debesies duomeny integravimo procesas, isfiltruojant IFC
elementy virSiines, uZztikrina duomeny sulygiavimo ir automatinio statybos
objekty aptikimo galimybe¢ 3D tasky debesyje, lyginant su pateiktu IFC modeliu.

3. Pasitlytas metodas leidzia isfiltruoti IFC duomenis, apskaicCiuoti objekto
kiekvieno pavirSiaus plokStuming lygtj ir atlikti atstumo nuo tasko iki plokStumos
jvertinimg, kas leidzia automatiSkai aptikti pastato objektus realioje statybos

aplinkoje, kai pavirSius yra ne iki galo nuskenuotas arba gauti duomenys yra
nekokybiski.
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Praktiné tyrimo reikSmé

Sitloma metodika gali pagerinti statybos eigos stebé&jimo efektyvuma
uztikrinant, kad biity prieinama naujausia ir patikima informacija, padedanti priimti
sprendimus, reikalingus projekto tikslams pasiekti laiku ir nevirSijant biudzeto, taip
sutaupant laiko ir sanaudy. Sio proceso automatizavimas galéty prisidéti prie
europiniy statybos sektoriaus skaitmeninimo tiksly, sumazinant darbo ir laiko
poreikj, taip pagerinant bendra statybvieciy sauga ir bendra statybos procesy
efektyvuma.
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7.1. LITERATUROS APZVALGA

Sj skyriy sudaro literatiiros apzvalga $iame darbe nagrinéjamomis temomis.
Tolimesnei baigiamojo darbo eigai reikalingos BIM, erdviniy duomeny fiksavimo
technologijy ir Siy technologijy panaudojimo galimybiy statybos eigos stebé¢jimo
procese iSmanymas. Pirmiausia apzvelgiami pagrindiniai BIM aspektai, nes $i
technologija yra statyby skaitmeninimo pagrindas ir gali biiti neatsiejama
fotogrametrijos ir lazerinio skenavimo technologijy dalis, automatizuojant statybos
eigos steb¢jimg. Toliau apzvelgiamos statybos eigos steb&jimo metodikos Zemés
darby ir pastato statybos etapuose, daugiausia démesio skiriant fotogrametrijos ir
lazerinio skenavimo technologijy taikymui. Sios technologijos vystési lygiagreciai
su BIM ir kartu atlieka svarby vaidmenj automatizuojant statybos eigos steb&jimo
procesa.

7.1.1. Statybos paZangos stebéjimo techniky apZvalga

Pramonés varomoji jéga tradiciskai buvo pagrista laiku, sgnaudomis ir kokybe.
Be to, pramonés Sakos, jskaitant statyby sektoriy, susiduria su grieztesniais tvarumo
reikalavimais. BIM buvo sukurtas kaip bendradarbiavimo procesas, siekiant
sumazinti atlieky kiekj, pagerinti efektyvuma ir optimizuoti statybos projekto
valdyma per visg projekto gyvavimo ciklg [5, 6]. BIM apima tokius procesus, kaip
koordinavimas ir dalijimasis naujausia informacija tarp projekto dalyviy, jvairiy
projektavimo discipliny koordinavimas, kiekiy ir sgnaudy kontrolé, saugos problemy
fiksavimas ir analizé ir kt. [12].

1994 m., siekiant patenkinti pramonés BIM sgveikos poreikius, buvo pradétas
vystyti atviry duomeny modelio standartas IFC [13]. IFC yra atviras ir
standartizuotas skaitmeninis apraSymas, skirtas keistis duomenimis, kad biity
uztikrintas efektyvus BIM procesas [14]. Nors IFC tikslas yra duomeny sgveika tarp
skirtingos BIM programinés jrangos [17], taciau bitent ¢ia kyla problemy.
Keiciantis ir dalijantis duomenimis daznai prarandami duomenys, pavyzdziui,
truksta objekty arba neteisingai pavaizduota jy geometrija.

Statyby valdymo srityje BIM vaidina svarby vaidmenj per visg projekto
gyvavimo ciklg. Pavyzdziui, esamy salygy 3D modelio kiirimas naudojant BIM
programing jrangg ir lazerinj skenavimg, fotogrametrijg ar kitus matavimo metodus
gali suteikti ap¢iuopiamos naudos, pavyzdziui, pateikti aplinkos duomenis biisimam
naudojimui, padéti ateityje modeliuoti ir koordinuoti 3D dizaing ir tiksliai
atvaizduoti atliktus darbus [22]. BIM ir kity technologijy, tokiy kaip fotogrametrija
ir 3D lazerinis skenavimas, integravimas gali smarkiai iSplésti Siy technologijy
taikymo ribas.

Kadangi statybos projektai tampa sudétingesni, statybos eigos stebéjimo
efektyvumas tampa labai svarbus projekto valdymui, o tam savo ruoztu reikia laiku
gauti tikslios informacijos [73, 74]. Nors pazangiosios technologijos yra pricinamos
daugumai statybos jmoniy, tradiciniai metodai, tokie kaip vizualiné apziiira ar
kasdieniy meistro ataskaity naudojimas, vis dar daznai naudojami pazangai stebéti ir
Siandien, o tai uzima daug laiko ir didina klaidy tikimybe [77, 78]. Duomeny
rinkimas ir grafiky atnaujinimas pagal esamas statybos sglygas gali uztrukti 20-30
% laiko kiekvieng dieng [79]. Neefektyvus statyby eigos stebéjimas i§ dalies yra
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atsakingas uz tai, kad daugiau nei 53 % statybos projekty atsilieka nuo grafiko, o
daugiau nei 66 % — virsija biudzeta [80]. Norint, kad pazangos steb¢jimas biity
efektyvus, reikia automatizuoti $§j procesa, o naudojant vien BIM technologija
automatizavimo procesas bus apribotas, nes pirmiausia reikia efektyviai surinkti
duomenis. Statybvietés duomenys 3D tasky debesies formatu gali biiti efektyviai
gaunami naudojant lazerinio skenavimo ar fotogrametrijos technologijas ir taip
padidinti pazangos stebéjimo proceso efektyvumg [81-84]. Pavyzdziui, duomenys,
gauti naudojant 3D lazerinj skaitytuva, gali biti integruoti j atitinkamo statinio
informacinj modelj ir palyginti tarpusavyje, kad biity aptikti nukrypimai [85]. Taciau
efektyvy Siy technologijy naudojima riboja neiSspresti iSSukiai, susije su statybos
objektais, kuriuos uzstoja statybinés medziagos, mechanizmai, kita jranga; taip pat ir
3D tasky debesies tankis ar pertekliniy tasky filtravimas [105, 106].

Zemés darby kontrolé yra svarbus veiksnys, j kurj bitina atsizvelgti, norint
jvertinti optimalig statybos kaing statybvietéje, ir yra svarbus nuo inZineriniy
konstrukcijy projektavimo iki statybos etapo [114]. Per pastaruosius 30 mety zemés
darby stebéjimo procesai labai pasikeité nuo jprastiniy metody naudojant nusédimo
ploksteles ir matuoklius [115] iki 3D taskiniy debesy taikymo. Duomeny, gauty
naudojant bepilo¢iy orlaiviy fotogrametrijg, lygis néra prastesnis uz duomenis,
renkamus naudojant tradicinius metodus, tokius kaip GNSS imtuvo naudojimas ant
zemés, taciau bepilociais orlaiviais per dieng galima jveikti iki 30 karty didesnj
atstumg. Todél $i technologija yra pagrindiné priemoné stebint Zemés darby pazanga
didelés apimties projektuose [127]. Bepilociy orlaiviy fotogrametrijos efektyvumas
ypac iSrySkéja skaiciuojant zemés darby apimtj arba stebint konkrecias nuosliauzy
rizikos zonas [128, 129]. Moon ir kt. [87] palygino bepilo¢iy orlaiviy
fotogrametrijos metoda su antzemine lazerinio skenavimo technologija Zemés
darbams. Atliktame tyrime duomeny gavimo laikas naudojant bepilo¢iy orlaiviy
fotogrametrija buvo keturis kartus trumpesnis, palyginti su antZeminiu lazeriniu
skenavimu, ir nors fotogrametrijos tikslumas buvo mazesnis, jo pakako zemés darby
kontrolei uztikrinti. Statyby pramoné Siandien naudoja jvairias bepilo¢iy orlaiviy
fotogrametrijos darbo eigas, taciau tritkksta tyrimy, kaip jie sgveikauja tarpusavyje,
ypac praktiniu pozitriu.

Statybos zemés darby eigos stebé¢jimas daznai apima tik ttriy skai¢iavima,
todél yra gana paprastas procesas. Pastaty konstrukcijy stebéjimas reikalauja
daugiau pastangy, nes 3D tasky debesyje reikia identifikuoti jvairius pastato
elementus, lyginant 3D tasky debesies duomenis su atitinkamu BIM modeliu [116].
Automatizuojant statybos eigos steb¢jima, svarbu atsizvelgti | pastato duomeny
gavima, gauty duomeny sulygiavima su BIM modeliu ir integravimg j vieng model;j
[138, 139]. Lazerinis skenavimas laikomas viena tiksliausiy ir efektyviausiy
geometriniy duomeny fiksavimo technologijy pastato statybos aplinkoje, ypac kai
kalbama apie 3D tasky debesies integravima su BIM [72]. Sio tipo duomenims
sulygiuoti galima naudoti gerai zinomg klasikinj ICP metodg [141, 142]. Taciau,
pavyzdziui, IFC modelio ir 3D tasky debesies duomeny lygiavimas kelia papildomy
svarbus etapas yra automatinis objekty aptikimas. Yra keli galimi Sio proceso
vykdymo variantai, pavyzdziui, 3D tasky debesies palyginimas su BIM modeliu
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[155, 156] arba 3D taSky debesies konvertavimas | BIM modelj [157, 158].
Pastarasis variantas yra sudétingesnis, nes paprastai reikia skaidyti j segmentus ir
klasifikuoti 3D tasky debesies elementus, todél daznai reikia taikyti masSininj
mokymasi, gilyjj mokymasi ir kitus sudétingus metodus [159, 160, 161]. Nors
objekty aptikimo 3D tasky debesyje metodai yra perspektyviis, jie vis dar reikalauja
reikSmingo rankinio jsiki§imo ir yra jautris duomeny ,,triuk§Smui‘ ir kokybei, kuriai
labai didele jtaka daro jvairis trukdziai, esantys statybos aplinkoje [165].

7.1.2. Pazangos stebéjimo metody nustatymas

Siame baigiamajame darbe nagrinéjama statybos darby paZangos stebésena
statybos etape. Norint efektyviai valdyti sudétingus statybos projektus, pagal
statybos procesg biitina juos suskirstyti j etapus. Kadangi statybos etapas apima
visus su statybos vykdymu susijusius aspektus, §j etapa galima suskirstyti j kelias
darby kategorijas, priklausomai nuo darby pobiidzio. Bendrai kaip pagrindinius
statybos vykdymo etapus galima jvardinti Sias darby kategorijas: 1) zemés darbai, 2)
konstrukcijy statyba, 3) mechanika, elektra ir santechnika ir 4) uzbaigimo darbai
[192, 193].

Yra kelios skirtingos duomeny gavimo technologijos, kurios gali bti
naudojamos automatizuotam statyby eigos steb¢jimui, pavyzdziui, geografiné
kodai, radijo daznio identifikavimas (RFID), lazerinis skenavimas, fotogrametrija,
videogrametrija ir kt. Tac¢iau visas Sias technologijas galima suskirstyti j keturias
pagrindines kategorijas, tokias kaip lazerinis skenavimas, nuotraukos, vaizdo jrasai
ir sekimas bei jutimas [105].

Videogrametrijos biidu gautiems rezultatams didele jtaka turi tokie faktoriai,
kaip vaizdo kameros kokybé, vaizdo kokybé, apSvietimo sglygos ir kiti faktoriai, o
pats metodas neuztikrina pakankamo tikslumo, palyginti su lazeriniu skenavimu ar
fotogrametrija [194, 195].

Sekimo ir jutimo technologija, tokia kaip RFID, sutaupo daugiau laiko,
palyginti su tradicine vizualine apzitira, taciau ji yra gana brangi ir turi problemy.
Pavyzdziui, RFID sistemos néra labai tikslios ir objekty atpazinimo problemy kyla,
jei vienu metu reikia aptikti kelias zymas. Be to, trukdziy sukelia tam tikros
medziagos, tokios kaip metalas ir betonas [196, 197].

Statybos darbams stebéti fotogrametrija yra ekonomiskas ir efektyvus budas
gauti pakankamai tikslius 3D tasky debesies duomenis [137], kuris efektyviausiai
gali biiti pritaikytas zemés darby valdymo srityje. O lazerinis skenavimas laikomas
vienu patikimiausiy metody tikslumui uztikrinti [72] ir todél jo taikymas didziausia
naudg turi pastato statybos etape.

Kalbant apie duomeny rinkima, didziausig prakting nauda statybos pazangos
stebéjimo efektyvumui gerinti turi fotogrametrija ir lazerinis skenavimas 3D tasky
debesies formatu. IS praktinés pusés, Sios technologijos gali biiti efektyviai taikomos
zemés darby valdymui ir pastato konstrukcijy statyboje. Taciau Siy technologijy
taikymas mechanikos, elektros ir santechnikos darbams bei apdailos darbams yra
labai ribotas ir gali duoti mazai praktinés naudos. Tod¢l, atsizvelgiant | praktinj
pritaikyma, eksperimentiniai tyrimai §iame baigiamajame darbe apsiribojo bepilo¢iy
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orlaiviy fotogrametrijos metodais zemés darby eigos stebésenai ir lazerinio
skenavimo metodais pastato konstrukcijy pazangai stebéti (kaip parodyta 86 pav.).

STATYBOS ETAPAS
(statybos vykdymas)
FEMES DARBY KONSTRUKCIY MECHANIKA, UZBAIGIMO
STATYBOS STATYBOS ELEKTRA, ETARAS
ETAPAS ETAPAS SANTECHNIKA (apdailos darbai)

Bepilociy orlaiviy 3D lazerinis
__fotogrametrija _ _skenavimas Netiriama Netiriama
! 3D tadky debesies formatu
,,,,,,,,,,,,,,,,,,,, [oommenrneneet

86 pav. Eksperimenty metodika ir apimtis

Remiantis anks¢iau paskelbtais tyrimais, Siame darbe nagriné¢jamas
automatizuotas statybos eigos stebé&jimas naudojant BO fotogrametrijos ir 3D
lazerinio skenavimo metodus statybos etape. Ankstesniuose tyrimuose buvo
analizuojami jvairis BO fotogrametrijos metodai, tokie kaip PPK ir RTK, ta¢iau
truksta tyrimy apie $iy technologijy praktinj pritaikymg ir palyginima su tradiciniais
metodais. Tod¢l Siame darbe nagrinéjamos pazangios fotogrametrijos darbo eigos ir
naudojami pramonéje placiai naudojami bepiloCiai orlaiviai, siekiant jvertinti
skirtingy darbo eigy veikimg ir palyginti poveikj tradiciniam darbo pobiidziui
realiomis statybos salygomis. Kita vertus, pastaty statyboje pagrindiniai isStkiai
kyla dél nuolat kintancios aplinkos, nes tokiomis sglygomis nuskenuoti visg objekto
pavirsiy yra sudétinga. BIM ir 3D tasky debesies integravimas pazangai stebéti taip
pat yra pladiai tyrinéjama sritis. Remiantis ankstesniuose tyrimuose minétais
iSstikiais, baigiamajame darbe kuriama metodika, leidzianti sulygiuoti ir integruoti
skenavimo duomenis su IFC modeliu ir automatiSkai identifikuoti objektus 3D tasky
debesyje, kai objekty pavirsius néra iki galo nuskenuotas.
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7.2. TAIKYMAS ZEMES DARBU STATYBOJE

Siame darbe analizuojamas bepilo&iy orlaiviy fotogrametrijos ir 3D lazerinio
skenavimo taikymas automatizuotai statybos eigos stebésenai. Siy technologijy
darbo eigos, metodai, jrankiai ir praktinis pritaikymas skiriasi, jos yra naudojamos
skirtingy tipy darbams stebéti. Dél minéty priezasCiy eksperimentinio tyrimo
objektai, metodai ir priemonés apraSomi atskiruose skyriuose. Tokia struktiira turéty
padéti skaitytojui lengviau suprasti apraSomus tyrimus. 7.2 skyriuje pristatomas
bepiloCiy orlaiviy fotogrametrijos taikymas zemés darby eigos stebésenai. 7.3
skyriuje pristatoma pastato statybos eigos stebéjimo metodika, taikant 3D lazerinj
skenavimg ir BIM technologijas.

7.2.1. Tiriamojo objekto aprasymas

Remiantis literatiiros apzvalgos iSvadomis, BO fotogrametrija statybose gali
bt veiksmingai taikoma stebint Zzemés darby eiga. Siuo atveju tyrimo objektas
buvo 36 ha karjeras Lietuvoje, Traky rajono savivaldybéje, kuriame buvo mazdaug
iki 5 m auks¢io zvyro ir skaldos atsargos (87 pav.). Sio tyrimo objekto pasirinkimui
jtakos turéjo gana didelé objekto apimtis ir tai, kad atlickant bandymus jis nebuvo
eksportuotas. Tai leido jvertinti duomeny gavimo efektyvumag ir tikslumg.

87 pav. Eksperimentinio tyrimo vietos fotogrametrinis modelis, gautas naudojant Bentley
ContextCapture programing jranga

7.2.2. Metodai ir jrankiai

Siame eksperimente nagrinéjamos trys skirtingos automatizuoto duomeny
gavimo darbo eigos naudojant bepilo¢iy orlaiviy fotogrametrija. Sios darbo eigos
buvo palygintos tarpusavyje ir su dabartinéje praktikoje vis dar naudojamu tradiciniu
metodu, kai duomenys gaunami rankiniu biidu, naudojant GNNS-RTK imtuva.

Pirma, matavimai buvo atlikti tradiciniu metodu, kuris véliau buvo
naudojamas kaip automatizuoty metody vertinimo pagrindas. Duomeny apdorojimas
§iuo atveju buvo atliktas Autodesk Civil3D programine jranga. O automatizuotam
duomeny rinkimui buvo naudojami bepilo€iy orlaiviy fotogrametriniai metodai,
tokie kaip zemés kontroliniais taskais (ZKT) pagrista darbo eiga, kinematinio
apdorojimo realiuoju laiku (RTK) ir kinematinio apdorojimo, kai duomeny
apdorojimas vyksta véliau (PPK), metodai. Kiekvienas bepilo¢iy orlaiviy
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fotogrametrijos metodas buvo analizuojamas atliekant po du skrydzius 74 ir 100 m
aukstyje. Uzfiksuojant duomenis i§ mazesnio auks¢io gaunami iS§samesni vaizdai,
taCiau del jvairiy kliticiy, tokiy kaip kranai, auksti pastatai ar elektros stulpai,
skrydziai i§ maZesnio auks¢io gali biiti nesaugiis, o duomeny gavimo ir apdorojimo
procesas labai pailgéja ir gali buti neefektyvus. Atsizvelgiant | gamintojy
rekomendacijas ir taikymo praktikas, optimalus duomeny gavimo aukstis paprastai
svyruoja nuo 70 iki 100 m vir§ zemés lygio. Eksperimento metu fiksuojant vaizdus
i§ 74 m aukscCio, fizinis vieno pikselio vaizde dydis, atitinkantis tikrajj Zemés
pavirsiy (GSD), buvo 2,03 cm/px, o fiksuojant vaizdus i§ 100 m auks¢io — 2,74
cm/px. Duomenys, gauti naudojant RTK ir ZKT pagrjstas darbo eigas, buvo
apdoroti naudojant Bentley ContextCapture programing jranga, o tolesn¢ duomeny
analizé atlikta Bentley Descartes programine jranga. PPK darbo eigos metu gauti
duomenys buvo apdorojami ir analizuojami Trimble Stratus ir Propeller platformoje.
Eksperimentinj tyrimg sudaré septyni duomeny rinkiniai, kurie buvo analizuojami
lyginant kontroliniy tasky tikslumg ir iSmatuoty zemés turiy jvertinima, atsizvelgiant
1 zemés darby valdymo proceso efektyvuma ir duomeny patikimuma. Eksperimento
schema parodyta 88 pav.

Mazesnes apfmtles Mazesnss apimties

-------------------------------------------------------------------

r|nk|n s rmkm s nnkm S nnkm s rmkm S rmkm nnkm s
|GNSS|mtuvas| |GPS + GCPS| |GPS + GCPsl | PPK + GCP | | PPK + GCP | RTK + GCPs | | PPK+GCP |

Ranklms E 74m 100 :: 74m 100 . 100 : 100m :
badas 1|GSD 2.03 cm/px GSD 2.74 cm/px | GSD 2.03 cm/px GSD 2.74 cm/px ; GSD 2.74 cm/px | ! ; GSD 2.74 cm/px
Civil 3D ContextCapture ContextCapture : , Propeller + Propeller + : ContextCapture Propeller +
; + Descartes + Descartes Trimble Stratus Tnmble Stratus + Descaﬂes Tnmble Stratus
o T — i — Ve T —— e i e
~c L5 9 X % )
Koordinatés K di : f P delyi
gautos ant femés oordinates, gautos fotogrametriniame modelyje
i ¥
Vi )
| Apskaiciuoty tariy ir x, y, z nuokrypiy analizé ]

88 pav. Eksperimentinio tyrimo schema

Kontroliniai taskai naudojami fotogrametrinio modelio masteliui nustatyti ir
turi esminés jtakos modelio tikslumui. Eksperimento metu buvo panaudota 11
zymekliy, kurie buvo naudojami kaip zemés kontroliniai taskai masteliui nustatyti ir
modelio tikslumui jvertinti. Tiriamos teritorijos ribos ir kontroliniy tasky i§déstymas
parodytas 89 pav., a. Zemés tirio analizé buvo atlikta mélyna spalva pazymétose
ribose. Eksperimente buvo naudojami 0,6 x 0,6 m kontroliniai taskai, pagaminti i$
faneros su juodai baltu Saskiy lentos rastu (89 pav., b). Be to, taikant PPK metoda
buvo naudojami Propeller Aeropoint 1.0 iSmanieji kontroliniai taSkai, kurie tarnavo
kaip bazinés stotys (89 pav., c).
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Metrai
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89 pav. Bandymo aikstelés schema ir kontroliniai taskai: a) aikstelés ribos ir kontroliniy
tasky isdéstymo schema (mélynose ribose buvo atlikta zemés ttiriy analizé), b) savadarbis
kontrolinis taskas, ¢) AeroPoint 1.0 baziné stotis

Zemés pavirSiaus duomenims gauti buvo naudojamas Trimble GNSS-RTK
imtuvas ir trys DJI Phantom 4 serijos bepilociai orlaiviai. Praktikoje GNSS imtuvas
dazniausiai naudojamas zemés darby matavimams statybose, kai nereikalaujamas
milimetrinis tikslumas. DJI Phantom 4 RTK yra vieni populiariausiy bepilo¢iy
orlaiviy, naudojamy statyby pramonéje geodeziniais tikslais. Eksperimente taip pat
buvo iSbandytas bepilotis orlaivis DJI Phantom 4 PRO, kuriame néra jmontuotos
RTK technologijos ir kurio kaina yra mazdaug tris kartus mazesné nei DJI Phantom
4 RTK. Eksperimente naudoti matavimo prietaisai pateikti 36 lenteléje.

36 lentelé. Eksperimente naudojama duomeny gavimo jranga

Nr | Irenginys | Pavadinimas Pagrindinés savybés

1 | GNNS Trimble SPS985 RTK
imtuvas

2 | Bepilotis DJI Phantom 4 RTK | Integruota RTK technologija, 20 MP kamera,
orlaivis mechaninis uzrakto greitis

3 | Bepilotis DJI Phantom 4 RTK | Integruota RTK technologija (RTK isjungtas),
orlaivis 20 MP kamera, mechaninis uzrakto greitis

4 | Bepilotis DJI Phantom 4 Pro Pasauliné padéties nustatymo sistema, 20 MP
orlaivis kamera, mechaninis uZrakto greitis

7.2.3. Duomeny gavimo darbo eigos

Kiekviena eksperimente analizuota bepilo¢iy orlaiviy fotogrametrijos darbo
eiga buvo iSbandyta naudojant tuos pacius skrydzio ir fotoaparato nustatymus.
Optimaltis skrydzio parametrai buvo nustatyti remiantis ankstesniais tyrimais [89,
90] ir praktine patirtimi. Visi skrydzio planai buvo nustatyti pagal 2D
fotogrametrijos modelj (90 pav.), fotografuojant 90° kampu. Vaizdy fiksavimas
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buvo nustatytas 80% priekiniam persidengimui ir 70% Soniniam persidengimui.
Bepilo¢iy orlaiviy skrydzio greitis buvo 5,8 m/s. Skrydziai buvo vykdomi vasarg
saulétomis salygomis, todél pakako nustatyti automatinj fotografavimo rezimg. Kiti
fotoaparato nustatymai: jutiklio plotis 13,2 mm, jutiklio aukstis 8 mm, zidinio
nuotolis 8,8 mm, vaizdo plotis 5472 pikseliai ir aukstis 3648 pikseliai. Papildomas
mazesnio masto tyrimas buvo atliktas ziemos metu. Eksperimenty metu karjeras

buvo neaktyvus.
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90 pav. 2D fotogrametrijos skrydziy planai: a) 74 m aukstyje, b) 100 m aukstyje

Siame eksperimente matavimai pirmiausia buvo atlikti naudojant Trimble
SPS985 GNSS imtuva. Si matavimo sistema naudojo Lietuvos padéties nustatymo
sistemg (LitPOS), kuri yra pasaulinés navigacinés palydovinés sistemos
infrastruktiira Lietuvai. Visg Lietuvos teritorija apémé 26 LitPOS GNSS nuolatinés
atskaitos stotys, kurios teiké realiu laiku apskaiciuotus ir iStaisyty klaidy duomenis i$
GNSS palydovy [200].

Matavimai GNSS imtuvu buvo atlieckami rankiniu btidu, matuojant taskus kas
1-15 m. Tokiu biidu buvo imatuotas 5549,55 m? plotas, uzfiksuojant 1108 x, y, z
duomeny taskus. ISmatuotame plote buvo 16 jvairaus dydzio atsargy kriivy (91
pav.), kuriy apimtys svyravo nuo maziau nei 100 m® iki daugiau nei 3000 m’ ir
bendras tiiris vir§ijo 10000 m’. 91 paveiksle taip pat pavaizduotos atsitiktinés
skerspjiiviy vietos, kuriose bus vertinamas fotogrametriniy duomeny ir rankiniy

matavimy tikslumas.
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91 pav. Zemés atsargy kriivos tiiriui jvertinti ir atsitiktinés skerspjiiviy vietos

Visi horizontalis x, y matavimai buvo atlikti Europos naftos tyrimy grupés
(EPSG) projekcijoje 3346-Lietuvos koordinaciy sistemoje (LKS94). Vertikaliis
matavimai buvo atlikti Lietuvos valstybinéje auksc¢iy sistemoje (LAS07) naudojant
Lietuvos teritorinj geoido model; (LIT15G). Tose paciose koordinaciy sistemose
buvo atliekami ir bepilo¢iy orlaiviy fotogrametriniai tyrimai.

Siame eksperimento etape zemés pavir§iui uzfiksuoti buvo naudojamas
bepilotis orlaivis DJI Phantom 4 PRO. Siuose orlaiviuose néra integruotos GNSS
RTK antenos, leidzianCios sistemai tiesiogiai geografiSkai zyméti padéties
koordinates. Jmontuoti GPS jrenginiai néra labai tiksliis ir gali turéti mazdaug 3-9 m
nukrypimus nuo faktinés x, y, z vietos. Siuo atveju zemés kontroliniy tasky
iSdéstymas yra ypac svarbus tikslumui uztikrinti, nes bepilociais orlaiviais gaunamus
vaizdus reikia sulygiuoti su zemés pavirSiumi.

Bepilociai orlaiviai su integruotu RTK moduliu skiriasi nuo jprasty orlaiviy,
tokiy kaip DJI Phantom 4 PRO, nes RTK technologija leidzia tiksliai sekti jy padétis
ir jrasSyti GPS informacijg kinematinio apdorojimo realiuoju laiku metu. Naudojant
Sig technologija, orlaivis jraso GPS informacijg ir pazymi vaizdus geografinémis
zymomis, jraSydamas GPS vietg vaizdo centre. Taikant RTK metodg, galima
naudoti maziau zemés kontroliniy tasky, nes ant zemés esanti baziné stotis siuncia
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neapdorotus GPS duomenis | orlaivj, taip nustatydama jo padét] bazinés stoties
atzvilgiu. Siame eksperimento etape DJI Phantom 4 RTK bepilotis orlaivis buvo
naudojamas duomenims uzfiksuoti, o orlaivio radijo valdiklis su LitPOS tinklo RTK
paslauga buvo naudojamas kaip baziné stotis analizuojant RTK darbo eiga.

Pagrindinis skirtumas tarp RTK ir PPK metody yra duomeny apdorojimo eiga.
Naudojant PPK darbo eigg, bepilocio orlaivio GPS jrenginys geografiskai pazymi
kiekvieno vaizdo X, y, z koordinates, o baziné stotis jraSo padéties duomenis su
tikslesne trianguliacija, kaip parodyta 92 pav.

92 pav. PPK darbo eiga GPS informacijai jrasyti

Kaip ir naudojant RTK metoda, PPK darbo eigai analizuoti taip pat buvo
naudojamas DJI Phantom 4 RTK orlaivis. Vienintelis skrydzio nustatymy skirtumas,
palyginti su RTK darbo eiga, buvo tas, kad RTK rezimas buvo i§jungtas.

7.2.4. Fotogrametriniy duomeny apdorojimas

Gauty 3D tasky debesies duomeny apdorojimas ir analizé buvo atlikta
naudojant Siuolaikinius programinius sprendimus. Pirmiausia buvo apdorojami
tradicinés darbo eigos duomenys, o tada gautas pavirSiaus modelis buvo importuotas
] fotogrametring programing jrangg tikslumo analizei ir palyginimui. GNSS imtuvu
gauti duomenys buvo naudojami kaip pagrindas vertinant fotogrametriniy modeliy
tiksluma.

Zemés kontroliniais taskais pagristas metodas reikalauja pakankamo $iy tasky
skai¢iaus. Fotogrametriniams duomenims apdoroti buvo naudojamos skirtingos ZKT
iSdéstymo schemos, siekiant nustatyti, kokig jtakg jy skaicius turi fotogrametrinio
modelio tikslumui. Duomeny apdorojimo metu zemés kontroliniai taskai buvo
priskirti tam tikram skai¢iui zinomy tasSky, kurie anksCiau buvo iSmatuoti GNSS
imtuvu, o like zinomi taskai buvo naudojami kaip patikrinimo taskai (PT). Buvo
naudojamos trys kontroliniy tasky i§déstymo konfigaracijos: 8 ZKT ir 3 PT, 6 ZKT
ir 5 PT bei 5 ZKT ir 6 PT. Zemés kontroliniai taskai buvo naudojami
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fotogrametrinio modelio tikslumui uztikrinti, o gautam tikslumui patikrinti buvo
naudojami patikros taskai.

RTK metodo duomeny apdorojimo procediira i§ esmés buvo tokia pati, kaip
zemés kontroliniais taSkais pagristo metodo. Taciau, naudojant RTK metoda,
fotogrametriniam modeliui sugeneruoti pakanka maziau Zemés kontroliniy tasky.
Todél §iuo atveju buvo naudojamos dvi isdéstymo konfigiiracijos, naudojant 5 ZKT
ir 3 PT bei 3 ZKT ir 5 PT. Dél zmogiskos klaidos renkant duomenis dalis ploto
nebuvo uzfiksuota, todél bendrg kontroliniy tasky iSdéstymo schemg Siuo atveju
sudaré 8 zinomi taskai vietoj 11.

PPK darbo eigos atveju fotogrametriniam modeliui sugeneruoti buvo
naudojama viena Aeropoint baziné stotis, kuri duomeny apdorojimo proceso metu
buvo pasirinkta kaip Zemés kontrolinis tagkas. Siuo atveju kontroliniy tasky
isdéstymo schema buvo 1 ZKT ir 10 PT.

Eksperimente analizuoty metody tikslumas buvo jvertintas lyginant
skai¢iuojamuosius zemés atsargy tiirius ir kontroliniy tasky x, y, z koordinaCiy
nuokrypius. Pirmiausia tiirio skai¢iavimai ir kontroliniy tasky matavimai buvo atlikti
tradiciniu metodu, naudojant GNSS imtuvg. Tada buvo sugeneruoti fotogrametriniai
modeliai ir apskaiCiuoti ty paciy atsargy tiiriai bei palyginami Zinomy tasky
koordinaciy nuokrypiai.

7.2.5. Eksperimentiniai Zemés darby valdymo rezultatai

Tirio jvertinimas buvo analizuojamas tiriant 16 jvairaus dydzio zemés kriivy.
Pirmiausia analizuojamos Zemés kriivos buvo iSmatuotos naudojant Trimble GNSS
imtuva, o jy tiris apskaiciuotas naudojant Civil3D programing jrangg. Bendras 16
kriivy tiris sudaré 10532,18 m’.

Apskaiciavus tirius GNSS imtuvu, tose paciose ribose buvo apskaiciuoti tiiriai
fotogrametriniuose modeliuose. Analizuojant zemés kontroliniais taSkais pagrjstu
metodu gautus duomenis buvo panaudotos trys kontroliniy taSky iSdéstymo
schemos. Duomenys, apdoroti naudojant 5 ZKT ir 6 PT bei 8 ZKT ir 3 PT
iSdéstymo schemas, parodé nenuoseklius arba reikSmingus nukrypimus nuo GNSS
imtuvo matavimy. Patikimiausi rezultatai buvo gauti naudojant 6 ZKT ir 5 PT
isdéstymo schema. Sis fotogrametrinis modelis buvo toliau naudojamas tiirio
analizei, o lik¢ modeliai buvo pasalinti i$ tolimesniy skai¢iavimy.

RTK metodu fiksuojant Zemés pavirsiy i 74 m auksc¢io, RTK signalas buvo
trumpam dinges, todél gauti duomenys tapo nepatikimi ir buvo atmesti i$ tolimesnés
analizés. O renkant duomenis i§ 100 m aukscio dél skrydzio planavimo klaidos buvo
uzfiksuotas ne visas plotas. Dél Siy priezas¢iy RTK metodas buvo toliau tiriamas
mazesniu mastu, analizuojant penkias Zzemés kriivas, kuriy bendras ttris sudaré
apytiksliai 3800 m®. 37 lentel¢je pateiktas kiekvienos Zzemés kriivos tiirio, gauto
visais eksperimente nagrinétais metodais, palyginimas.
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37 lentelé. Zemeés kriivy tiirio palyginimas

) GNSS PPK metodas 6 ZKT pagristas RTK
imtuvas metodas metodas
Nr. Zemés 74 metrai, | 100 metry, | 74 metrai, | 100 metry, | 100 metry,

lygis, m® m° m° m’ m? m?

1 91,95 96,95 94,57 95,09 94,95 —

2 1407,86 1285,00 1254,00 1280,17 1273,18 —

3 832,19 791,00 775,00 797,65 791,79 800,72

4 3046,91 3210,00 3187,00 3119,22 3003,53 —

5 623,28 598,00 582,00 650,09 639,56 —

6 475,50 421,00 413,00 430,66 411,46 —

7 48,22 51,65 49,17 50,80 49,10 —

8 115,73 117,00 114,00 114,65 114,44 —

9 242,96 239,00 236,00 236,13 229,00 237,29

10 36,21 35,15 32,82 36,35 36,00 35,31

11 255,40 236,00 230,00 226,56 223,05 —

12 228,59 210,00 194,00 219,38 219,19 —

13 255,57 266,00 266,00 267,28 253,86 —

14 175,31 157,00 153,00 161,34 154,25 —

15 1185,39 1101,00 1094,00 1060,42 1053,92 1068,88

16 1511,13 1511,00 1499,00 1512,46 149287 1526,81

ISnagrinéjus kiekvienos kriivos tir] atskirai, koreliacijos tarp skirtingais
metodais gauty rezultaty nebuvo nenustatyta. 93 ir 94 pav. parodytas kiekvienu
metodu gauty bendry kiekiy palyginimas.
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93 pav. Bendras 16 kriivy tiirio palyginimas
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94 pav. Bendras 5 kriivy tiirio palyginimas

Tradiciniu metodu apskaiciuoti kiekiai nuo fotogrametriniy metody skyrési
1,96-4,67% lyginant SeSiolikos kriivy tiry, ir 3,43-5,36% lyginant penkiy krivy
tirius. Lyginant fotogrametriniy metody rezultatus, visos apimties tyrime kiekiai
skyrési 0,65-2,76%, o mazos apimties tyrime — 0,17-2%. Lyginant fotogrametrinius
metodus, buvo pastebéta koreliacija tarp apskaiCiuoty rezultaty ir duomeny gavimo
aukscio, taciau bendras skirtumas nevirsijo 1,44% vidurkio.

Kontroliniy tasky tikslumas buvo jvertintas lyginant fotogrametriniuose
modeliuose gauty X, y, z koordina¢iy nuokrypj nuo GNSS imtuvu gauty matavimy.
Buvo iSmatuota ir palyginta 11 kontroliniy tasky. Kadangi RTK metodas uzfiksavo
mazesnj plotg ir ne visi zinomi taskai buvo jtraukti j fotogrametrinj modelj, tod¢l Sio
metodo tikslumas buvo jvertintas palyginus 8 kontrolinius taskus. Taip pat buvo
atliktas papildomas mazesnio masto tyrimas ziemos metu, naudojant PPK darbo
eiga. Siuo atveju buvo panaudoti 5 kontroliniai tagkai, kurie GNSS imtuvu buvo
pakartotinai iSmatuoti kitose, su ankstesniais matavimais nesusijusiose vietose.
Fotogrametriniais metodais gauty x, y, z matavimy nuokrypiai, lyginant su GNSS
imtuvo matavimais, buvo apskai¢iuoti naudojant vidutinés kvadratinés paklaidos
(RMSE) statistinj metodg. RMSE reikSmés buvo gautos pakélus kvadratu skirtumus
tarp jprastai iSmatuoty ir fotogrametriniu biidu iSmatuoty tasky, juos sudéjus ir
padalijus i$ panaudoty tasky skaiCiaus bei apskai¢iavus gauto rezultato kvadratine

Saknj:
- 2
RMSE = /Z(yTy”) , (1)

¢ia: y; yra tikroji kiekvieno zemés kontrolinio tasko verté, iSmatuota GNSS imtuvu;
Yp yra numatoma atitinkamy zemés kontroliniy tasky verte, iSmatuota
fotogrametriniame modelyje; n yra bendras zemés kontroliniy tasky skaicius.

Zemés kontroliniais taskais pagristo ir PPK metody x, y, z nuokrypiy rezultatai
vertinant 11 zinomy tasky pateikti 38 ir 39 lentelése.
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38 lentelé. RMSE nuokrypiai 11 kontroliniy tasky

Metodas X, m Y, m Z, m

5 7ZKT ir 6 PT GPS 74 m 0,017 0,017 0,434

5 7ZKT ir 6 PT GPS 100 m 0,026 0,011 0,256
6 ZKT ir 5 PT GPS 74 m 0,018 0,020 0,050

6 ZKT ir 5 PT GPS 100 m 0,015 0,014 0,030
8 ZKT ir 3 PT GPS 74 m 0,010 0,010 0,047

8 ZKT ir 3 PT GPS 100 m 0,010 0,009 0,021
1 ZKT ir 10 PT PPK 74 m 0,023 0,028 0,026
1 ZKT ir 10 PT PPK 100 m 0,026 0,024 0,038

39 lentelé. RMSE nuokrypiai vertinant Zemes kontrolinius taskus ir patikros taskus

ZKT PT
X, m Y, m Z, m X, m Y, m Z, m
57KTir 6 PT GPS 74 m 0,008 | 0,018 | 0,237 0,023 0,017 0,547
5 ZKT ir 6 PT GPS 100 m 0,004 | 0,003 | 0,022 0,035 0,015 0,346
6 ZKT ir 5 PT GPS 74 m 0,040 0,09 0,018 0,026 0,028 0,071
6 ZKT ir 5 PT GPS 100 m 0,010 0,07 0,012 0,022 0,020 0,043
8 ZKT ir 3 PT GPS 74 m 0,005 | 0,008 | 0,016 0,018 0,014 0,085
8 ZKT ir 3 PT GPS 100 m 0,007 | 0,009 | 0,023 0,016 0,008 0,014
1 ZKT ir 10 PT PPK 74 m 0,013 | 0,016 | 0,000 0,023 0,029 0,028
1 ZKT ir 10 PT PPK 100 m 0,019 | 0,002 | 0,037 0,027 0,025 0,038

Metodas

Analizuojant rezultatus taikant kontroliniais taSkais pagrista metoda, buvo
pastebéti reikSmingi z reikSmiy nuokrypiai. ISanalizavus vertikaliy atskaitos tasSky
rezultatus, pastebéta, kad dazniausiai didesnis nuokrypis buvo taske Nr. 8. Taip
galéjo buti dél to, kad Sis taskas buvo jrengtas tiriamosios zonos pakrastyje ir
zolétoje vietoje. Todél taskas Nr. 8 buvo pasalintas i$ tolimesnés analizés. Taciau
taip pat buvo pastebéta, kad ZKT pagrjsto metodo, naudojant 5 ZKT ir 6 PT bei 8
ZKT ir 3 PT tasky i8déstymo schemas, nukrypimai buvo nenuspé&jami ir kai kuriais
atvejais labai reikSmingi. Todél Sios iSdéstymo schemos toliau nebuvo
analizuojamos. Atlikus pataisymus gauti rezultatai pateikti 95 pav.
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95 pav. PPK ir ZKT pagrjsty metody RMSE nuokrypiai

Analizuojant RTK metoda, vienas kontrolinis taskas taip pat buvo tiriamos
teritorijos pakraStyje ir turé¢jo reikSmingg nuokrypj. RMSE nuokrypiy rezultatai
pasalinus $§j taska kartu su PPK metodo rezultatais ziemos metu parodyti 96 pav.
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96 pav. RTK ir PPK metody RMSE nuokrypiai mazos apimties tyrimuose

Visy analizuojamy metody vertikaliyjy atskaitos tasky analizés rezultatai
pateikti 97 pav.
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0
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97 pav. Visy analizuoty metody vertikaliyjy atskaitos tasky rezultaty palyginimas

Tradiciniu biidu naudojant GNSS imtuva, norint imatuoti 5549,55 m? plota,
prireiké mazdaug 6 valandy. BepiloCiams orlaiviams i§ 100 m auks¢io uzfiksuoti 36
ha plotg prireiké 17 minuciy, o i§ 74 m auks¢io — 37 minuciy. Skrydzio aukstis
turé¢jo nedidelj poveikj duomeny tikslumui, taciau turéjo reikSmingos jtakos skrydzio
laikui ir duomeny dydziui. Skrydzio laikas 74 m aukStyje uztruko 54% ilgiau, o
gauty duomeny kiekis buvo 55% didesnis, palyginti su skrydziu 100 m aukStyje.
Taciau, jvertinus pasiruoSimo skrydziui laikg, duomeny gavimo laikas pailgéjo iki
mazdaug 1 valandos. 0,55 ha ploto duomeny gavimo efektyvumo palyginimas
pateiktas 40 lenteléje.

40 lentelé. Duomeny gavimo efektyvumas 0,55 ha plote

Duomeny gavimo | Tiriamas Duomeny Duomeny ISmatuoty
metodas plotas gavimo aukstis | gavimo laikas | taSky skaicius
GNSS-RTK imtuvas | 0,55 ha Zemés lygis 6 val. 1108
BO fotogrametrija 0,55 ha 74 m 1 val. Milijonai
BO fotogrametrija 0,55 ha 100 m 1 val. Milijonai

Eksperimente naudojamy bepilo¢iy orlaiviy rekomenduojama darbiné
temperatiira yra nuo 0 iki +40 °C. Esant Zemai temperatiirai, akumuliatorius gali
greiCiau iSsikrauti, taciau duomeny gavimo grei¢iui temperatira nurodytame
diapazone jtakos neturi. Eksperimente naudojamo GNSS imtuvo darbiné
temperatiira gamintojo techninése specifikacijose nurodyta nuo —40 iki +65 °C,
taciau reikia atkreipti démesj, kad nurodyta GNSS imtuvo akumuliatoriaus darbiné
temperatiira yra iki —20 °C. Duomeny gavimo laikui, naudojant BO fotogrametrijos
metodus, labai didele jtaka turi apSvietimas ir skrydzio aukstis. Esant debesuotam
orui ar skrydzio auks$cio apribojimams, duomeny gavimas gali uztrukti daug ilgiau,
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nes fotogrametrijos procesui reikalingos aukstos kokybés nuotraukos. Be to,
bepiloCio orlaivio naudoti nerekomenduojama lyjant, esant rukui ar véjo grei¢iui
virSijant 10 m/s.

Kadangi PPK darbo eigos analizés rezultatai parodé metodo patikimuma,
technologija toliau buvo iSbandyta realiame pramoninio pastato statybos projekte.
Statybos aik$telé Kaune uzémé apytiksliai 16 ha plota. ] projekta buvo jtraukta
gamyklos statyba, kur taip pat reikéjo atlikti nemazai Zemés darby. Siame projekte,
remiantis eksperimentiniy tyrimy rezultatais, uzteko tik vienos Aeropoint bazinés
stoties, kuri buvo naudojama kaip Zemés kontrolinis taskas.

Siekiant efektyviai stebéti Zemés darby eiga, skrydziai buvo vykdomi
nepertraukiamai kartg ar du per savaite per visg statybos etapa, kol buvo atlickami
zemés darbai. Gavus fotogrametrinj modelj, pirmiausia asys ir pastato ribos buvo
importuotos j fotogrametrinj modelj CAD formatu, kaip parodyta 98 pav. Tai padéjo
planuoti ir sekti darby eigg.

- Y -
‘ - - Lz
l__%_l i O T R BT s

98 pav. ASys ir pastato ribos importuotos j fotogrametrinj modelj

Fotogrametrinio modelio x ir y tikslumas buvo jvertintas vizualiai lyginant
projektinius  brézinius LKS94 koordinaCiy sistemoje, uzkeliant juos ant
fotogrametrinio modelio. Pavyzdziui, aSys buvo eksportuotos i§ projektiniy CAD
bréziniy ir jkeltos j Propeller platforma palyginimui. Kadangi CAD bréziniai ir
fotogrametrinis modelis buvo toje pacioje koordinaciy sistemoje, buvo galima
palyginti atliktus darbus fotogrametriniame modelyje su projektiniais bréziniais. 99
pav. pateiktame pavyzdyje vizualiai buvo jvertinta kolonos jrengimo vieta.
Fotogrametriniame modelyje CAD asiy susikirtimo centras vizualiai atitiko jrengtos
kolonos centrg. Taip galima vizualiai jsitikinti, ar fotogrametrinis modelis yra
teisingai sulygiuotas x ir y koordinaCiy sistemoje ir kartu stebéti darby eigg bei
kontroliuoti konstrukeijy jrengimo darbus.
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99 pav. Vizualinis X, y tikslumo jvertinimas

Zemés darby metu fotogrametriniai modeliai buvo naudojami jvairiems
tikslams. Pavyzdziui, realybés modelis su projektiniu pavirSiumi padéjo kontroliuoti
zemés lygiavimo darby eigg (100 pav., a). Be to, Sis metodas nuolatos buvo
naudojamas planuojant ir kontroliuojant zemés darby apimtis (100 pav., b).

100 pav. Praktinio panaudojimo biidai: a) vykdomy darby stebéjimas lyginant su projektiniu
pavir§iumi, b) zemés darby apimciy kontrolé
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7.3. TAIKYMAS PASTATO KONSTRUKCIJU STATYBOJE

7.3.1. Tiriamojo objekto apraSymas

3D lazerinis skenavimas paprastai naudojamas pastaty statybose arba ten, kur
reikalingas milimetrinis tikslumas. Statant pastatus dazniausiai naudojami IFC
modeliai, pagal kuriuos atliekami statybos darbai ir stebima jy eiga. Siekiant sukurti
statybos stebéjimo automatizavimo metodika, eksperimentui buvo atrinkti du
pastatai su IFC modeliu. Skenavimas buvo atliktas biury pastato Sqveras ir
gyvenamojo namo Piliamiestis Al statybos projektuose. Sie objektai tyrimui
pasirinkti, nes reprezentavo tipin¢ statyby aplinka, tod¢él sukurta metodika biity
lengviau pritaikoma praktikoje.

Sqveras pastate lazerinis skenavimas buvo atliktas pirmame ir treCiame
aukstuose. Abiejuose auksStuose konstrukcijos buvo monolitinés, grindy plotas apie
600 m?, konstrukcijos standartinés — kolonos, sijos, sienos. Tre¢iame aukste pastato
konstrukcijos buvo aiskiai matomos, neuzdengtos statybinémis medziagomis ar kita
statybine technika. Pirmame aukste vir§ kolony buvo jrengti klojiniai, Salia stovéjo
pastoliai ir kiti objektai, kai kuriy konstrukeijy pavirSiai buvo uZstatyti statybinémis
medziagomis.

Skenavimo metu Piliamiestis A1 pastate statybos darbai nebuvo vykdomi,
aplinka buvo S§vari, be kliticiy. Skenuojamos konstrukcijos buvo mirinés ir
monolitinés, sudarytos i§ perdangos ploks¢iy, sieny ir sijy. Bendras grindy plotas
uzémeé 450 m”.

7.3.2. Metodai ir jrankiai

Siame eksperimentiniame tyrime nagrinéjamas 3D tasky debesies, gauto i3
lazeriniy skeneriy jutikliy, pritaikymas statybos eigai stebéti, automatiskai
identifikuojant IFC objektus 3D tasky debesyje. Tyrimo metodika susideda i$ trijy
eksperimenty, atlieckamy skirtingomis salygomis. Eksperimenty metu buvo
analizuojami $esi duomeny rinkiniai, kuriy kiekvienas susideda i$ 3D tasky debesies
duomeny ir IFC failo, atitinkanc¢io nuskenuotg vietg. Eksperimentinio tyrimo schema
pateikta 101 pav.

Eksperimentas | Ekspenmentas II Ekspenmentas IIl
i “Tduomeny” ~ "~ """'l 3du 5d ny
! __rinkinys rinkinys 1 3
Duomeny gavimo 1| FARO Focus ZEB-GO ' FARO Focus ZEB-GO FARO Focus Leica BLK360 t
metodas 1| statinis skeneris | |mobilus skeneris I statinis skeneris | [mobilus skenens statinis skeneris| | statinis skeneris |:
i H i
Tadky debesies : SQVERAS 3a Piliamiestis A1 i SQVERAS 3a P.llamuestls Al SQVERAS la SQVERAS 1a |!
modelis iftvarkinga aplinka| ftvarkinga apllnka asalinti objektail |pagalinti ubjekla statybos salygos| |[statybos salygos ;'
[H .
: i oS AN N <
1
'
1

BIM modelis

IFC IFC IFC IFC IFC IFC

T

| SQVERAS 3a ’PﬂlamleslisAl |:§| SQVERAS 3a | | Piliamiestis A1 |::| SQVERAS 1a | SQVERAS 1a ||
1 B i

V
2 i e G e ¥ N2 s

Tasky debesies ir IFC modelio sulygiavimas naudojant 3 atskaitos taskus ir ICP algoritma |

-t
8

{ Automatizuotas statybos eigos stebéjimas: objekty aptikimas ir vizualizacija |

101 pav. Eksperimentinio tyrimo schema

Pastato konstrukcijy geometrijai uzfiksuoti buvo naudojami statiniai lazeriniai
skeneriai FARO Focus S ir Leica BLK360 bei rankinis lazerinis skeneris ZEB-GO.
Sie jrenginiai skiriasi techniniais parametrais, tokiais kaip nuskaitymo diapazonas,
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skenavimo  greitis,

tikslumas
deklaruojamus parametrus

ir kt.
ir tolesnis tikslumo vertinimas nebuvo atliktas.

Tyrime buvo atsizvelgta | gamintojo

Pagrindiniai naudojamy prietaisy techniniai parametrai pateikti 41 lenteléje.

41 lentelé. Pagrindiniai eksperimente naudoty lazeriniy skeneriy parametrai

Lazerinio skenerio Prietaiso | Nuskaitymo | Nuskaitymo Sk.e‘n avimo
.. . . . greitis, taskai
pavadinimas tipas tikslumas diapazonas
per sekunde
FARO Focus S70 Sta}tansls / | mm 70 m 1000000
. Statinis / | 4 mm (10 m)
Leica BLK360 TLS 7 mm (20 m) 60 m 360000
ZEB-GO & ZEB-DL26OO Mobll}ls'ls 10-30 mm 30m 43000
duomeny kaupiklis / rankinis

Pirmiausia duomenys buvo gauti palyginti tvarkingoje statyby aplinkoje,
naudojant aukstos kokybés lazerinj skenerj FARO Focus. Deklaruojamas Sio
lazerinio skenerio tikslumas sieké iki 1 mm ir buvo didziausias tarp Siame
eksperimente naudoty skeneriy. Todél Siuo skeneriu tvarkingoje aplinkoje gauti
duomenys buvo panaudoti kuriant pirming automatizuota objekty aptikimo
metodikg. Mobiliojo lazerinio skaitytuvo ZEB-GO gauti duomenys taip pat buvo
gauti palyginti tvarkingoje aplinkoje ir naudojami objekty aptikimo procesui
patikrinti. Gavus sékmingus rezultatus, i§ Sio 3D tasky debesies buvo pasalinta
keletas objekty, siekiant jvertinti, ar sukurtas procesas sékmingai identifikuoja
nesamus objektus. Galiausiai skenavimas buvo atliktas su aukstos kokybés FARO
Focus skeneriu ir zemesnés specifikacijos, taciau gerokai pigesniu Leica BLK360
skeneriu statybos aplinkoje, kurioje buvo jvairiy trukdziy tinkamai uzfiksuoti
konstrukcijy pavirsius. Kiekvieng duomeny rinkinj sudaré lazerinio skenerio 3D
tasky debesies duomenys ir atitinkamas IFC modelis.

7.3.3. Duomeny gavimo darbo eigos

Eksperimentinio tyrimo metu skenavimas buvo atliktas naudojant tris skirtingy
techniniy specifikacijy lazerinius skenerius. Pirma, skenavimas buvo atliktas
tvarkingoje aplinkoje, Sqveras pastato tre¢iame aukste ir Piliamiestis Al statybos
projekte. Cia konstrukcijos buvo aiskiai matomos matymo linijoje. Siuo atveju
Sqveras pastate skenuojant buvo naudojamas lazerinis skeneris FARO Focus, o
Piliamiestis A1 pastate — rankinis lazerinis skeneris ZEB-GO. Véliau skenavimas
buvo atliktas Sqveras pastato pirmame aukste, kur dalis konstrukcijy buvo uzstatytos
jvairiomis statybinémis medziagomis ir jranga. Cia buvo naudojami lazeriniai
skeneriai FARO Focus ir Leica BLK360.

Pagrindinis démesys buvo skiriamas kokybiskiems duomenims gauti tre¢iame
Sqveras pastato aukste, nes Sie duomenys buvo skirti metodikai kurti. Pirmiausia ant
sieny ir kolony buvo jrengti septyni kontroliniai taskai. Kontroliniai taskai buvo
padaryti spausdinant juodai baltg Saskiy lentos rastg ant A4 formato popieriaus lapo.
Naudojant Siuos kontrolinius taskus ir TOPCON GT serijos robotizuotg padéties
nustatymo sistema, taSky debesies modelis buvo geografiskai nukreiptas | LKS94
koordinaciy sistemg ir LASO7 auks¢io sistemg. Viso auksto aplinkos skenavimas
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buvo atliktas i§ SeSiolikos skenavimo viety. Sqveras pastato pirmame aukste ir
Piliamiestis A1 pastate 3D taSky debesis nebuvo geografiskai nukreiptas ir toliau
buvo analizuojamas vietinéje koordinaciy sistemoje. Duomeny gavimo ir iSankstinio
apdorojimo darbo eiga bei naudojama jranga pateikta 102 pav.

Mobilus lazerinis
skenavimas

Kontroliniy tasky
jrengimas

______________

Statinis lazerinis

GeoSLAM HUM A
skenavimas

______________

‘ eksportavimas

Skenavimo iSvesties
formatas: .las

‘ importavimas

{
i i il 1
Autodesk ReCAP Autodesk ReCAP 3 bty ol
E eograrinis nukreipimas

______________

Skenavimo isvesties
formatas: .fls

- -~
©
ES
o
=
D
=
3
=
=
o
o,
@
&
=
iy
=
5

importavimas

¢

¢

eksportavimas eksportavimas

Skenavimo isvesties Skenavimo iSvesties
formatas: .pts formatas: .pts
a) b)

102 pav. Duomeny gavimo darbo eiga: a) mobilus lazerinis skenavimas, b) statinis lazerinis
skenavimas, c) kontrolinis taskas, TOPCON GT serijos robotizuotas tacheometras ir FARO
Focus lazerinis skeneris

¢

7.3.4. Duomeny apdorojimas

Pagrindinis tyrimo tikslas buvo automatizuotas vertikaliy objekty, tokiy kaip
sienos ir kolonos, aptikimas 3D tasky debesyje, lyginant taSkinio debesies
geometrija su IFC modeliu. 3D tasky debesies modeliai buvo i$ anksto apdoroti
Autodesk ReCap programine jranga pasalinant perteklinius taSkus, o geresniam
vizualizavimui buvo pasalinta virSutiné perdangos ploksté (103 pav.). Informacija
apie 3D tasky debesies modelius pateikta 42 lentel¢je. Atitinkamai IFC modeliai
buvo supaprastinti pasalinant perteklinius elementus ir elementy mazgus ir palickant
tik nuskenuotos srities modelj be luby plokstumos (103 pav.). Modeliai buvo sukurti
Tekla Structures 2017 programine jranga ir eksportuoti IFC formatu, pasirinkus
IFC2X3 schema su numatytaisiais nustatymais. Nereikalingi IFC modelio elementai
buvo pasalinti Simplebim 8.2 SR1 programine jranga.
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b)

103 pav. IFC ir 3D tasky debesies modeliai paruosti tolesnei analizei: a) Sqveras pastato 3D
tasky debesies modelis, b) Piliamiestis A1 3D tasky debesies modelis, ¢) Sqveras pastato IFC
modelis, d) Piliamiestis A1 IFC modelis

42 lentelé. Informacija apie 3D tasky debesies modelius

Vidutineé tasky Task Duomen
3D tasky debesies modelis populiacija, .V.“ . Y
T 3 skaicCius dydis, mb
taskai per m
SQVERAS trecias aukstas
(FARO Focus S70) 1438,78 9451351 758
PILIAMIESTIS A1l
(ZEB-GO) 521,48 12510712 677
SQVERAS pirmas aukstas
(FARO Focus S70) 2211,69 13882774 1007
SQVERAS pirmas aukstas
(Leica BLK360) 726,60 12990132 903

Norint atlikti pastatyty ir nepastatyty objekty aptikimo procesg, pirmiausia
reikéjo sulygiuoti duomeny modelius. Taciau IFC ir 3D tasky debesies failai turi
skirtingas duomeny struktiiras, kurios néra tiesiogiai palyginamos. Pavyzdziui, IFC
failuose yra pastato elementy (pvz., ploksciy, sijy, sieny, kolony) sarasas, kuriame
kiekvienas elementas apibiidinamas jo savybémis, pavyzdziui, virSiinémis, linijomis,
pavirsiais ir jy erdvinémis koordinatémis (X, y, z). O 3D tasky debesies failuose yra
tasky rinkinys, atspindintis skenavimo metu uzfiksuoty objekty geometrijg. Prie Siy
duomeny tasSky pateikiamos jy erdvinés koordinatés, tacCiau Sie taskai neturi
informacijos apie semantinj atvaizdavima.

Norint atlikti duomeny sulygiavimg, pirmiausia i§ IFC faile esanciy objekty
buvo iifiltruotos vir§anés. Sio proceso metu buvo gauta IFC modelio 3D tasky
debesies versija, kaip parodyta 104 pav.
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Piliamiestis A1 Sqveras

IFC modelis

Ifiltruotos vir§inés

:: oW "
B 1 »s

104 pav. 3D tasky debesies versija, gauta isfiltravus IFC elementy virStines

Gavus 3D tasky debes;j i§ IFC objekty virstniy, buvo inicijuojamas duomeny
lygiavimo procesas. Duomenims sulygiuoti buvo pritaikytas gerai zinomas iteracinio
artimiausio tasko (ICP) algoritmas. ICP algoritmas veikia su dviem skirtingais 3D
tasky debesy rinkiniais, kur vienas laikomas Saltinio 3D taSky debesiu, o kitas —
tiksliniu 3D taskiniu debesiu. Siame kontekste Zaltinio 3D tasky debesis atitiko
duomenis, gautus i$ lazeriniy skeneriy jutikliy, o tikslinis 3D tasky debesis atitiko
3D tasky debes;j, sukurtg i$ isfiltruoty IFC elementy virSiiniy.

Norint gauti tikslius transformacijos parametrus tasky debesims sulygiuoti,
pries tai reikia atlikti apytikslj sulygiavimg. ICP daro prielaidg, kad tasky debesys
jau yra apytiksliai sulygiuoti, ir siekia rasti standzig transformacija, kuri geriausiai
patikslina lygiavimg. Algoritmas apytiksliai suderina atitikmenis kartotiniu biidu,
ieSkodamas artimiausio atstumo tarp tasky ir taip pagerindamas iSlygiavima
kiekviename zingsnyje. Paprastai duomeny lygiavimas naudojant ICP metoda
priklauso tik nuo 3D tasky debesies informacijos. Siame tyrime, norint pradéti
lygiavimo procesa, reikéjo vartotojo jvesties, pasirenkant tris atskaitos tasky poras
Saltinio ir tiksliniy 3D tasky debesy modeliuose. Tai uztikrino pakankamai tiksly ir
efektyvy lygiavimo procesa.

Sulygiavus duomenis buvo pradétas procesas, skirtas automatiskai palyginti
fakting konstrukcija su projektiniu modeliu, siekiant identifikuoti pastatytus ir
nepastatytus objektus. Automatizuotas objekty aptikimo procesas parodytas 105 pav.
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1. Vir$anés 1. Virsunés

2. Linijos 2. Pavirsiai loke
Objekty sarasas 3. Pavirsiai Plo s‘tumos -

riba

Objekty Geometrijos Pavirsiaus Plokstumos
IFC > ) > . > . > 3
isfiltravimas isfiltravimas isfiltravimas isfiltravimas
PlokStumos |
T lygtis

Tasky " Sulygiuota su IFC Objekto ir Progreso stebéjimas
» Transformacija > 3]

debesis tasky rysys
7Y A
Ushai
objekty sgrasas
¥
Lygiavimas Transforr.nacijos VizuaIiza{:ija ir
matrica ataskaita

105 pav. Automatizuotas objekty aptikimo procesas

Kaip parodyta 105 pav., visas procesas susideda i$ keliy uzduociy. Siekiant
nustatyti, koks objektas buvo identifikuotas tasky debesyje, buvo atliktas IFC
objekty iifiltravimo procesas. Siame etape buvo iifiltruoti IFC objekty
identifikatoriai. Geometrijos isfiltravimo procese buvo isfiltruoti pagrindiniai IFC
objekty atributai, tokie kaip virSiinés, linijos ir objekty pavir$iy plokstumos. IFC
failuose kiekvieno elemento pavirSiaus plokStuma turi ryS§j tarp virStniy, todél
objekto pavirSiaus isfiltravimo procese buvo isfiltruota tik objekty pavirSiaus
plokStumos ir virStniy informacija. PlokStumos isfiltravimo procese buvo
identifikuojama, kuriai plokStumai, bitent (x, y), (x, z) arba (y, z), priklauso
kiekviena objekto pavirSiaus plokStuma. Siekiant nustatyti, ar 3D tasky debesyje
esantis objektas yra pastatytas lyginant su IFC modeliu, buvo taikoma metodika,
kuri palygino, kiek tasky 3D tasky debesyje buvo arti kiekvieno IFC objekto
paviriaus. Si uzduotis zinoma kaip atstumo nuo tasko iki plok§tumos jvertinimas.
Norint apskai¢iuoti atstuma nuo tasko iki plokStumos, reikéjo apskaiciuoti pavirsiaus
plokstumos lygtj. IFC objekto pavirSiai pavaizduoti kaip trikampiai, o tai
supaprastino plokStumos lygties skai¢iavima, nes reikéjo tik trijy tasky:

ax+by+cz+d=0, 2)

¢ia: x, y, z yra koordinatés, apibréziancios bet kurj 3D erdvés taska; a, b ir ¢ yra
koeficientai, vaizduojantys normalyjj plokStumos vektoriy; d yra pastovus narys ir
jis jtakoja plokStumos padétj 3D erdvéje normalaus vektoriaus kryptimi. Lygtis
vaizduoja 3D plokStumg Dekarto koordinaciy sistemoje. Vektorius (a, b, ¢) yra
statmenas ploks§tumai, o jo kryptis lemia plok$tumos orientacija. Zinodami a, b, c ir
d reikSmes, galime apibtdinti 3D plok$tuma ir jos rys$j su kitais aplinkos subjektais.
Si lygtis buvo naudojama plok$tumai pritaikyti prie 3D tasky rinkinio. Atstumas nuo
tasky iki plokStumos buvo apskaiCiuotas naudojant plokStumos lygtj, apimancia
visus taskus, neatsizvelgiant j tai, ar jie patenka j konkrec¢ias plokStumos ribas (kaip
parodyta 106 pav., a). Todé¢l procesas apémé tasky, esanciy uz plokStumos riby,
atmetima (kaip parodyta 106 pav., b).
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1 1

1 1

1 1

1 1

1 1

1 1

R(:3, y3,23) - R(x3, y3,23) i

Q(x2,y2,z2) H Q(x2,y2,22) '

i i

1 1

1 P(x1, y1, z1) ; t P(x1, y1, 21) :

1 | 1

ax+by+cz+d=0 E ax+by+cz+d=0 i
a) b)

106 pav. Plokstumos riba: a) atstumo iki visy tasky skaiciavimas, b) tasky, esanciy uz
plokstumos, atmetimas

Remiantis 107 pav. pavaizduotu sienos pavyzdziu, buvo nustatyta, kad
kiekvienas IFC objekto pavirSius buvo sudarytas i§ dviejy trikampiy, kurie sudaro
tinklelj, o visa siena buvo sudaryta i§ 6 pavirSiy, kuriuos sudaré 12 trikampiy.
Eksperimento metu buvo pastebéta, kad, nustatant rysj tarp tasSky ir IFC objekto
pavirsiaus, vienodas tasky skai¢ius buvo susietas su trikampiais, priklausanciais tam
paciam pavirsSiui. Siekiant optimizuoti procesg, rysys tarp IFC objekto pavirSiaus ir
3D taSky debesies tasky buvo nustatytas apdorojant po vieng trikampj kiekvienam
pavirsiui.

PavirSius 1 Pavirsius 2

M (4] ©
- Pavirsiai:

‘ [1,2,4]

[2,3,4]

6 pavirsiai =
12 trikampiy

Trikampis:
[2,3,4]

Virsunés:
1. [0,0,0]
2. [4,0,0]
3. [4,0,4]
4. [0,0,4]

Trikampis:
[1,2,4]

L] P S O —— ‘9

107 pav. IFC objekto pavirSiaus informacija, vaizduojama kaip rySys tarp vir§tiniy

Be to, dirbant su 3D tasky debesimis kyla tam tikry i$Sukiy dél didelio
duomeny kiekio. Siame tyrime 3D tagky debesies duomeny dydis buvo sumazintas
naudojant Open3D teikiamg funkcija (open3d.geometry.voxel down sample).
Open3D yra Python biblioteka, skirta 3D duomenims apdoroti. Duomeny mazinimo
funkcija (angl. Downsampling) Open3D bibliotekoje naudojama 3D taSky debesiui
sumazinti naudojant vokseliy tinklelj. Sis metodas naudojamas siekiant sumazinti
3D taSky debesy tankj, kartu iSsaugant bendrg duomeny strukttirg. Tasky skaiCiaus
sumazinimo procesas buvo atliktas naudojant 5 cm vokselio dydj (108 pav.).
Vokselio dydis yra parametras, apibréziantis vokseliy tinklelio, naudojamo
duomenims mazinti, dydj. Taskai tame paciame vokselyje sumazinami iki vieno
tasko.
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5cm Pradiniai duomenys Sumazinti duomenys

A1 234 567891011 2131415161718 1920
olele slole]ele]

234 6567 8 91011 121314151617 18 1020
(L N RN N

5cm [
5cm

0z x0¢

Vokselis

hyse1 0op

< o

1m = 20 tasky
20 x 20 = 400 tasky

108 pav. Tasky sumazinimo procesas naudojant 5 cm vokselio dyd;j

7.3.5. Statybos objekty stebéjimo eksperimentiniai rezultatai

Geografiskai nukreipto 3D tasky debesies atveju kiekvieno duomeny tasko x,
y, z koordinatés buvo isreikstos tiikstantosiomis ir milijoninémis dalimis. O likusiy
3D tasky debesies modeliy ir visy IFC modeliy koordinatés buvo iSreikStos mazais
vienetais. Toks reikSmingas S$altinio ir tiksliniy duomeny erdvinis atskyrimas

Vv =

modulj (109 pav.).

Vaizdas i§ virSaus

109 pav. Sqveras treciojo auksto geografiskai nukreiptas 3D tasky debesies modelis Open3D
modulyje

Buvo padaryta iSvada, kad koordinatés buvo per didelés, todél jos buvo
transformuotos j nulinés kilmés koordinates. KoordinaCiy transformacija buvo
atlikta surandant minimalig nuskenuoty duomeny stulpelio x, y ir z reikSme ir
atimant tg reikSme i§ kiekvieno stulpelio koordinaciy. Po koordinaciy
transformacijos Saltinio ir tikslinio 3D tasky debesies modeliai buvo arti vienas Kkito,
o 3D tasky debesies modelis buvo teisingai pavaizduotas Open3D modulyje, kaip
parodyta pavyzdyje 110 pav.
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110 pav. Erdviné $altinio ir tikslinio 3D tasky debesies vieta po koordinaciy transformacijos

I§ pradziy Saltinio ir tikslinio 3D tasky debesies modeliai buvo apytiksliai
sulygiuoti pasirinkus tris atskaitos tasky poras, kurie buvo pasirinkti rankiniu biidu.
Kai apytikslis lygiavimas buvo baigtas, ICP metodas buvo automatiSkai pritaikytas
galutiniam lygiavimui atlikti, taikant gautg transformacijos matricg Saltinio 3D tasky
debesyje. Sis procesas patikslino pradinio lygiavimo rezultatus. Siuo atveju
galutiniam ICP iSlygiavimui buvo naudojamas 3 c¢m slenkséio atstumas. Po pradinio
ir galutinio lygiavimo visais atvejais duomeny sulygiavimo tikslumas sieké
apytiksliai 0,021 m RMSE. Sulygiuoti 3D tasky debesies modeliai pateikti 111 pav.

‘.:i'_..'g,z---'."t " v P

111 pav. Sulygiavimo rezultatai: a) Sqveras trecias aukstas, b) Piliamiestis A1, ¢c) Sqveras
pirmas aukstas (Leica BLK360), d) Sqveras pirmas aukstas (FARO Focus S70)

Svarbus objekty aptikimo vertinimo kriterijus buvo sékmingas objekty
aptikimas realiomis statybos sglygomis, kai skenuojamoje aplinkoje yra jvairiy
trukdziy, neleidzianCiy gerai nuskenuoti objekty pavirSiaus. Tokioje aplinkoje
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skenavimo duomenys gali biiti prastos kokybés. Todél objekty aptikimo metodikoje
buvo apibrézti parametrai, kurie suteiké lankstumo identifikuojant objektus, kai
skenavimo duomenys buvo netiksliis arba neiSsamiis.

Pirmiausia, norint nustatyti, ar 3D tasky debesyje yra IFC objektas, buvo
surasti pavirSiai, sudarantys dabartinj IFC objekta. Taigi, kiekvienas sta¢iakampés
sienos pavirsius turi du pavirsius (du trikampius), kuriy virsiinés buvo isskirtos, ir
buvo rasta pavirSiaus plokStumos lygtis. Tada buvo apskaiiuotas statmenas
atstumas nuo kiekvieno 3D tasky debesies tasko iki pavirSiaus plokStumos. Taskai,
kurie buvo uz plok§tumos riby, buvo atmesti. Rezultatas buvo tasky, priklausanciy
kiekvienam pavirsiui, skai¢ius pagal 0,5 slenkstj. 3D tasky debesies duomeny
mazinimo procesas sumazino tasky skaiciy iki 400 vienam kvadratiniam metrui.
Todél, norint nuspresti, ar 3D tasky debesyje yra objektas, pirmiausia buvo
apskaiciuotas kiekvieno IFC objekto pavirSiaus plotas ir pavirSiai pazyméti kaip
uzbaigti, jei jy kvadratiniame metre buvo bent 400 tasky, kaip parodyta 108 pav.
Kiekvienas objektas turéjo kelis pavirSius ir buvo pazymétas kaip aptiktas, jei bent
60% pavirdiy buvo pazyméti kaip aptikti. Sie parametrai leido sékmingai
automatizuotai identifikuoti pastatytus ir nepastatytus objektus 3D tasky debesyje,
net kai skenavimas buvo atliktas jvairiy trukdziy turin¢ioje statybos aplinkoje ir kai
skenavimo duomenys buvo laikomi prastos kokybés, t. y. tasky debesies modelyje
nuskenuoti objektai buvo pasislinke ir dubliuoti, nevisiSkai nuskenuotas pavirSius,
nepasalinti pertekliniai taskai.

IS pradziy metodas buvo jvertintas naudojant 1 ir 2 duomeny rinkinius, kur
skenavimo aplinka buvo tvarkinga ir be trukdziy. Pradinis objekty aptikimo
bandymas naudojant Siuos duomeny rinkinius buvo sékmingas, visi objektai buvo
aptikti ir teisingai identifikuoti kaip pastatyti. Zalia spalva 112 pav. rodo, kad visi
objektai buvo aptikti.

Piliamiestis A1 (ZEB-GO) Sqveras trec¢ias aukstas (FARO Focus S70)

112 pav. Objektai pazyméti zaliai buvo identifikuoti kaip pastatyti

Kai objektai buvo sékmingai aptikti, kitas zingsnis buvo jvertinti, kaip
metodas gali aptikti 3D tasky debesyje nesamus objektus. IS 3D tasky debesies
modelio, priklausan¢io 1 duomeny rinkiniui, buvo pasalinta viena siena ir dvi
kolonos, o i§ 2 duomeny rinkiniui priklausancio 3D tasky debesies modelio buvo
pasalintos dvi sienos ir dvi kolonos. Be vaizdiniy rezultaty, metodas pateikia
automatizuotg rezultaty ataskaitg, kurioje yra 0 ir 1 skaiCiy sarasas kartu su objekty
ID, kaip parodyta 113 pav.
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Objekto ID Objektas Pastatytas/
nepastatytas -

0xiLmjZgXDvv7s6AzqDEoM Cl1
0xiLmjZgXDvv7s6AzqDEoK  C2
0xiLmjZgXDvv7s6AzqDEol ~ C3
0xiLmjZgXDvv7s6AzqDEoG  C4
0xiLmjZgXDvv7s6AzqDEoU  C5
0xiLmjZqXDvv7s6AzgDEoS  C6
0xiLmjZgXDvv7s6AzqDEoQ C7
0xiLmjZgXDvv7s6AzqDEoO  C8
0xiLmjZqXDvv7s6AzqDEoc ~ C9
0xiLmjZgXDvv7s6AzqDEoa  C10
0xiLmjZgXDvv7s6AzqDEoY Cl1
0xiLmjZgXDvv7s6AzqDEoW C12
0xiLmjZqXDvv7s6AzqDEgf  C13
0xiLmjZgXDvv7s6AzqDEgt Cl4
0xiLmjZgXDvv7s6AzqDFXm W15
0xiLmjZqXDvv7s6AzgDFX_ W16
0xiLmjZgXDvv7s6AzqDFXy W17
0xiLmjZgXDvv7s6AzqDFXw W18
0xiLmjZgXDvv7s6AzqDFXu W19
0xiLmjZgXDvv7s6AzqDFXv W20
0xiLmjZgXDvv7s6AzqDFW7 W21
0xiLmjZgXDvv7s6AzqDFW4 W22
0xiLmjZgXDvv7s6AzqDFW2 W23
0xiLmjZgXDvv7s6AzqDFW3 W24
0xiLmjZgXDvv7s6AzqDFW0 W25

(o]
3D tasky debesis gautas i$ IFC modelio

. g

[ Y S S U T gy Sy — Y

Saltinio ir tikslinio tasky debesies modeliy integracija

113 pav. Rezultaty ataskaitos pavyzdys

Kaip parodyta 113 pav., neaptikti objektai buvo identifikuojami kaip
nepastatyti ir pazyméti mélyna spalva. Ataskaitoje 0 reiskia, kad objektas nebuvo
aptiktas 3D taSky debesyje ir identifikuojamas kaip nepastatytas, o 1 reiskia, kad
objektas buvo aptiktas ir identifikuojamas kaip jau pastatytas. AutomatiSkai
iSgaunant globalius objekty ID i§ IFC modelio, buvo galima tiksliai nustatyti, kuris
objektas buvo aptiktas arba neaptiktas.

Kitas zingsnis buvo objekto aptikimo metodo jvertinimas statybinéje
aplinkoje, kur buvo jvairiy kliti¢iy atlikti kokybiSkg nuskaityma, kaip parodyta 114
pav.

114 pav. 3D tasky debesies modelis atspindintis sudétingg statybos aplinka: a) kelios
kolonos buvo pasislinkusios ir susidubliavusios, b) dél kliti¢iy nuskenuotame pavirsiuje
atsirado skylé, c¢) vir§ kolony buvo sumontuoti klojiniai

161



Objekty aptikimo bandymuy, atlikty iki Sio eksperimento etapo, rezultatai
pateikti 115 pav.

Objekto numeris 1 23 435 6 7 8 910111213 14151617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Aptikti/neaptikti objektai

| duomeny rinkinys 1 | AN T HR RS B 1
2 duomeny rinkinys 1 Lot 1 1 v 11111 1d1da
3 duomeny rinkinys 1 0

1 {1 T T T S TR B B 1 11 1
1 111101 ¢4 1 [ U U B U 1
1o 1 1111100 1 LS S TS TS T NS U R NI |

4 duomeny rinkinys I T T o O A O T O B (B I |
5 duomeny rinkinys 1 1111111111111 111111T1T1T1:1
1 1 & 1003 18 I 1 1 i ol A Bl 4 1

6 duomeny rinkinys 1 1 1

115 pav. Visy duomeny rinkiniy objekty aptikimo rezultatai

Pateiktuose rezultatuose 3D tasky debesyje aptikti objektai buvo pazyméti kaip
1, o neaptikti kaip 0. 3 ir 4 duomeny rinkiniy 3D tasSky debesies modeliuose pasalinti
objektai buvo pazyméti kaip neaptikti. Visy SeSiy duomeny rinkiniy rezultatai
parodé, kad objektai buvo aptikti su minimalia klaida. Vienas objektas buvo
neteisingai identifikuotas 4 duomeny rinkinyje, nes esamas objektas buvo pazymétas
kaip neaptiktas. Visi kiti eksperimente analizuoti objektai buvo identifikuoti
teisingai.

Viena i§ optimizavimo priemoniy S$iame tyrime buvo vieno trikampio
apdorojimas kiekviename pavirsiuje, kaip aprasyta 7.3.4 skyriuje. Si optimizavimo
metodika buvo jdiegta nuo eksperimento pradzios ir buvo naudojama visuose
bandymuose, todél skai¢iavimo poreikis sumazéjo perpus.

Siekiant sumazinti duomeny kiekj, buvo pritaikytas Downsampling
sumazinimo metodas, naudojant 5 cm vokselio dydj. Pritaikius §j metoda, 3D tasky
debesy modeliai sumazéjo 91-96% (kaip parodyta 43 lenteléje), o tai proporcingai
padidino skai¢iavimo efektyvuma.

43 lentelé. 3D tasky debesies modeliy informacija

3D tasky debesies modelis Nes?;gg:&gﬂgeﬁo Sugglin;;)(:ilgﬂslio

"V PARO Foeus S70) 41351 me
PILIEXZBEIIISI?E}S)S Al 12510712 1236999

"V {FARO Focus ST0) 13882774 il

SQVEEQ(Z%E‘;;&“)“MS 12990132 532111

Nebuvo pastebéta, kad duomeny sumazinimas biity turéjes jtakos duomeny
lygiavimo procesui. Po sumazinimo sulygiavimo tikslumas sieké apytiksliai 0,021 m
RMSE ir buvo panasus ] rezultatus, gautus pries pritaikant duomeny sumazinimo
metodikg. Po 3D tasky debesies modeliy sumazinimo skaiCiavimo efektyvumas
reikSmingai padidéjo, taCiau ne visi objektai buvo identifikuoti teisingai. Visi
objektai buvo teisingai aptikti Sqvero treCio auksSto ir Piliamiestis A1 duomeny

Vv =
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kur skenavimo aplinka buvo laikoma sudétinga, o duomeny kokybé buvo prastesné.
Rezultatai po 3D tasky debesies modeliy sumazinimo pateikti 116 pav.

Objekto numeris 1 2345 6 7 891011121314 151617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Aptikti/neaptikti objektai po d Zini

1 duomeny rinkinys 1 I O | 1 1

1. 1 1 1 1 11 1 4 8 4 & ia i

5 duomeny rinkinys 1 1

I

2 duomeny rinkinys 1 1
! 1
1

e L1y T2 4 Evl A 1
11111111 11 o1 3 BT B 1
T« X 1 ¥ ¥ k1 Q1 1.4 62 1 a4 EIlA 1
6 duomeny rinkinys 0 11111111001 1111T1T1TF 1T1T1°Q0T1°0

116 pav. Objekty aptikimo rezultatai po duomeny sumazinimo
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7.4. REZULTATAI IR DISKUSIJOS

7.4.1. Automatizavimo jtaka stebéjimo procesams

Siame darbe automatizavimo jtaka statybos darby stebéjimo procesams buvo
vertinama keliais aspektais. Pirmiausia buvo jvertintas 3D tasky debesies duomeny
tikslumas, lyginant su tradiciniais metodais gautais rezultatais. Abiejuose
eksperimentuose duomeny gavimo darbo eigos buvo iSbandytos realiomis statybos
salygomis. Antra, buvo atsizvelgta j analizuoty metody laiko ir sgnaudy aspektus.
Tada buvo analizuojami abiejy eksperimentiniy rezultaty iSvesties duomenys ir
automatizavimo kokybés aspektai. Galiausiai buvo atsizvelgta j sveikatos ir saugos
veiksnius. Eksperimentiniuose tyrimuose nagrinéjami rezultatai schematiskai
pateikti 117 pav. Statybos etapa sudaro keletas darby kategorijy. Todél pazangai
stebéti reikéjo taikyti skirtingas technologijas ir darbo eigas. Taciau abu metodai
paremti 3D tasky debesies technologijomis.

STATYBOS FAZE
(statybos vykdymas)

2V \ 4

ZEMES DARBUY ETAPAS KONSTRUKCHY STATYBOS ETAPAS

. 4 \ 4

Bepilo€iy orlaiviy fotogrametrija Statinis ir mobilus lazerinis skenavimas
(3D tasky debesies formatu) (3D tasky debesies formatu)

. 4 . 4

AUTOMATIZUOTAS STATYBOS DARBY STEBEJIMAS

\ 4

Automatizuoti metodai gali pagerinti tiksluma, palyginti su tradiciniais metodais
* gaunama daug daugiau duomeny tasky

Laiko ir sgnaudy nauda, palyginti su tradiciniais metodais
* priklauso nuo projekto masto ir sudétingumo

Automatizuota ataskaita ir vizualizacija
« atlikty darby kiekiai, skirti apmokeéti subrangovams
« atlikty darby kiekiai savikontrolei ir statybos techniniam priziarétojui
* teisminiy gincy deél nesutarimy dél darby kiekiy iSvengimas

Automatizavimo kokybé labai priklauso nuo naudojamos darbo eigos
* nepatikimi, prastesnés kokybés duomenys gali duoti klaidingus rezultatus

Sauga ir sveikata statybose
« galima iSvengti asmens buvimo pavojingose vietose

117 pav. Automatizavimo jtaka statybos darby pazangos stebé&jimui

Visy darbe nagrinéty technologijy palyginimas schematiskai pateiktas 118 pav.
Eksperimentuose naudoty metodiky rezultatai buvo lyginami su tradiciniu metodu
gautais rezultatais, kurie buvo naudojami kaip atskaitos linija. Irangos kaina,
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duomeny gavimo ir apdorojimo laiko efektyvumas bei kiti lyginamieji rezultatai
pateikiami kaip apytiksliai. J[renginiy kaina buvo apskai¢iuota remiantis preliminaria
informacija, paremta pirminiais pardavéjy pasitilymais. Duomeny gavimo ir
apdorojimo laikas tradiciniais metodais buvo pagrjstas profesionaliy geodezininky
pateikta informacija. BepiloCiy orlaiviy fotogrametrijos tikslumas ir patikimumas
buvo jvertintas atlickant eksperimentus. Lazerinio skenavimo tikslumas buvo
vertinamas pagal gamintojo deklaruotas jrenginio technines specifikacijas, o
duomeny kokybé — pagal gautg triukSmo kiekj duomenyse, tasky populiacijg ir
atitiktj BIM modelio geometrijai. Darbo eigy patikimumas buvo vertinamas pagal
tai, kaip sklandziai buvo gauti duomenys ir kiek bei kokiy klaidy jvyko kiekvieno
eksperimento metu, atsizvelgiant j galutiniy duomeny tikslumg ir kokybe.

[ Tradicinis metodas 288 BO PPK metodas BO RTK metodas
[ BO GPS metodas EXZR Statinis lazerinis skenavimas BB Mobilus lazerinis skenavimas

%

- Linear (Tradicinis metodas)
100

80

SRR

2

60

40

RRRRARR

B
K
I
I5
i
I
15
I5
15

AR

20

R

TRADICINIS METODAS NAUDOJAMAS KAIP ATSKAITOS LINIJA,
%z

R

ote

DUOMENY DUOMENY GEOMETRINIS DARBO EIGOS DUOMENY AUTOMATIZUOTA
GAVIMO LAIKO APDOROJIMO TIKSLUMAS PATIKIMUMAS KOKYBE ATASKAITA
EFEKTYVUMAS  EFEKTYVUMAS
(didelés apimties (didelés apimties

projekte) projekte)

118 pav. Automatizuoty statybos eigos stebéjimo technologijy palyginimas su tradiciniu
metodu

Automatizuoty statybos eigos stebé&jimo metody tikslumas buvo jvertintas
realiuose statybos projektuose. Zemés darby kontrolés tikslumas buvo jvertintas
lyginant jprastu biidy gautus kiekius su automatizuotais metodais gautais kiekiais.
Ismatavus daugiau nei 10000 m’® zemés tiirio, tradiciniu metodu gauti rezultatai
skyrési nuo automatizuotomis metodikomis gauty rezultaty nuo 1,96 iki 4,67 proc.
Eksperimento metu naudojant GNSS imtuva buvo gauti 1008 taskai, o naudojant
bepilociy orlaiviy fotogrametrijg, buvo gauti milijonai X, y, z duomeny tasky. Daug
didesnis duomeny tasky skaiCius gali pagerinti bendra modelio tiksluma.
Fotogrametriniai pavirSiai ir GNSS imtuvu iSmatuoti pavirSiai buvo palyginti
tarpusavyje. Analizuojamose zemes kriivose Nr. 3, Nr. 15, ir Nr. 16 buvo padaryti
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trys atsitiktiniai skerspjiiviai. Skerspjuviy vietos parodytos 91 pav. Kaip parodyta
119 pav., naudojant GNSS imtuva, duomeny taskai buvo fiksuojami kriivos apacioje
ir virSuje. Praktikoje yra sunku uzfiksuoti pakankamai duomeny tasky, kad biity
galima tiksliai atkartoti pavirSiaus kreivuma. Skerspjiiviai parodé, kad skirtumai tarp
bepilociy orlaiviy fotogrametriniy duomeny, gauty i$ skirtingy auksciy, kai kuriose
vietose skyrési mazdaug 0,04-0,08 m. Taciau skirtumas tarp fotogrametriniy
pavirsiy ir GNSS imtuvu iSmatuoto pavirSiaus vietomis sieké iki 0,26—0,89 m.

159 m

'
1156.31m
'

157 m

155m .
13.66 m
Om 10m 20m
Pjavis1 ~PPK74m —PPK100m —GNSS imtuvas
160 m 1 157.85 m (+ 0.08) 12

158 m

156 m

i4.14 m
Om 10m 20m 30m
Pjuvis2 -~ PPK74m —PPK100m —GNSS imtuvas

159 m 1:2
158 m

157 m

156 m 14.25 m
Om 4m 8m 12m 16m
Pjavis3 ~PPK74m —PPK100m —GNSS imtuvas

119 pav. Atsitiktiniy zemés kriivy pjiiviai

Naudojant 3D tasky debesies technologijas pastaty statyboje taip pat gaunamas
daug didesnis x, y, z duomeny tasky skaiCius, palyginti su jprastiniais metodais.
Taciau Siuo atveju geometrinis tikslumas nebuvo jvertintas. Statybos pazangos
stebésenos tikslumas buvo jvertintas pagal tai, kaip tiksliai metodas sugebéjo
automatiSkai identifikuoti pastatytus ir nepastatytus konstrukcinius objektus.
Eksperimento metu gauti rezultatai parodé, kad pateiktas metodas teisingai
identifikavo apytiksliai 99% objekty. Abiejuose eksperimentuose tirti metodai buvo
vertinami pagal tai, kaip tiksliai buvo jvertinti atlikty darby kiekiai.

Bepilociy orlaiviy fotogrametrija yra palyginti nebrangus sprendimas, galintis
suteikti ap¢iuopiamos naudos, priklausomai nuo projekto masto. Naudojant Sias
technologijas per daug trumpesnj laika galima uzfiksuoti daug daugiau duomeny,
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palyginti su tradiciniu metodu (120 pav.). Vertinant eksperimento metu tradiciniu
biidu i$matuota 5549,55 m? plota, naudojant bepilo¢iy orlaiviy fotogrametrija, tas
pats plotas buvo iSmatuotas mazdaug Sesis kartus greiCiau. Didéjant plotui, bepilociy
orlaiviy fotogrametrijos metodai tampa daug efektyvesni.
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120 pav. BO fotogrametrijos ir tradicinio metodo duomeny gavimo laikas

Taciau reikia atsizvelgti | tai, kad, skraidinant bepilot] orlaivj, reikia jvertinti
pasiruosimo skrydziui laikg bei kitus aspektus, kurie priklauso nuo konkrecios darbo
eigos. [vertinus tai, duomeny gavimas naudojant visas BO fotogrametrijos darbo
eigas uztruko apie vieng valanda. Todél BO fotogrametrijos laiko efektyvumas
eksperimento metu buvo nustatytas tik didesnése nei 925 m?® statybvietése (121

pav.).
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121 pav. Efektyvumas atsizvelgiant j projekto masta

Be to, duomeny gavimo efektyvumui jtakos gali turéti ir bepilotj orlaivj
skraidancio asmens (nuotolinio piloto) kompetencija. Patyres nuotolinis pilotas gali
sutrumpinti duomeny gavimo laikg optimizuodamas visus skrydzio veiklos aspektus
— nuo planavimo ir vykdymo iki duomeny kokybés ir taisykliy laikymosi
uztikrinimo. Fotogrametrinio modelio tikslumui labai svarbu uzfiksuoti aukstos
kokybés vaizdus. Dél prastai uzfiksuoty vaizdy gali prireikti pakartotinai atlikti
skrydj. Esant palankioms oro salygoms ir nesudétingiems skrydziams, nuotolinio
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piloto kompetencijos néra tokios reikSmingos. Taciau labai svarbu pazyméti, kad
tiriamos teritorijos sudétingumas, reljefo auksciy skirtumas, prastos oro salygos turi
didele jtaka skrydziy saugai, duomeny rinkimo laikui ir duomeny kokybei.
Nuotolinio piloto patirtis yra ypac¢ svarbi norint saugiai ir efektyviai gauti duomenis
tokiomis sglygomis.

Pastato statybos eigai stebéti reikalingos lazerinio skenavimo technologijos yra
daug brangesnés. Kaina turi jtakos techniniams prietaisy parametrams, pavyzdziui,
galimybei pasiekti milimetro tikslumg. Statiniai lazeriniai skeneriai gali pateikti
tikslesnius duomenis, tac¢iau eksperimenty metu duomeny rinkimas uztruko gana
daug laiko. Mobilusis lazerinis skeneris buvo efektyvesnis renkant duomenis, ypac
siekiant iSvengti kliti¢iy. Taciau daroma prielaida, kad sudétinguose, didelio masto
projektuose, kur sunkiai pasickiamos vietos, lazerinio skenavimo technologija gali
biti efektyvesnis duomeny gavimo biidas, palyginti su tradiciniu metodu.

Didelis automatizuoto statybos eigos stebéjimo privalumas yra tai, kad atlikty
darby ataskaita generuojama automatiskai. Ataskaitose nurodomi atlikty darby
kiekiai ir pateikiama vizualizacija, padedanti nustatyti vieta, kokie darbai buvo
atlikti ar neatlikti, bei uzfiksuoti esamg situacijg tam tikru momentu. Tai sumazina
nesutarimy galimybe dél atlikty darby kiekiy ir kokybés.

Nagrinéjamy technologijy automatizavimo kokybei pakankamai jtakos turéjo
gauty duomeny kokybé. O duomeny kokybei jtakos turéjo jrenginiy parametrai ir
naudojama darbo eiga. Zemés darby eigos stebéjimas vykdomas lyginant duomenis,
gautus toje pacioje koordinaciy sistemoje, todél jy tikslumas labai priklauso nuo to,
kaip tiksliai toje pacioje koordinaciy sistemoje sulygiuoti atskiri duomenys. Statybos
darby eigos stebéjimo atveju IFC modelis ir 3D tasky debesis turi skirtingas
koordinates, todél, norint sulyginti Siuos duomenis, reikalingas papildomas
veiksmas, kuriam reikia rankinio jsikiSimo.
stebéjimo procese buvo galima iSvengti naudojant bepilocius orlaivius ir lazerinius
skenerius, nes buvo iSvengta kopimo |} stacius $laitus ir buvimo kitose nesaugiose
vietose. Be to, naudodamiesi realybés modeliu, statyby vadovai gali jvertinti
pavojingas zonas ir taip i§ anksto uzkirsti kelig nelaimingiems atsitikimams.

7.4.2. Technologijuy apribojimai

Tiek fotogrametrijos, tiek lazerinio skenavimo metody tikslumg veikia tokie
veiksniai, kaip oro sglygos, skenuojamy pavirSiy savybés, jrangos kokybé ir kt.
Eksperimenty metu duomeny tikslumui ir patikimumui jtakos turéjo naudojamos
darbo eigos pasirinkimas. Pavyzdziui, zemés darby statyboje patikimiausi duomenys
buvo gauti naudojant PPK darbo eiga, o pastato statybos eksperimente patikimiausi
duomenys buvo gauti skenavimg atliekant tvarkingoje aplinkoje naudojant aukstus
techninius parametrus turintj statinj lazerinj skenerj. Taciau auksStos kokybés
lazerinio skenavimo jranga gali biiti brangi. Aukstos kokybés bepiloCiy orlaiviy
sistemy, jskaitant programing jrangg, kaina taip pat gali buti didelé. Duomeny
apdorojimas reikalauja didelés apdorojimo galios ir gali uztrukti daug laiko, ypac
dirbant su dideliais duomeny kiekiais. PPK darbo eigos atveju tai efektyviai
i§sprendé debesy technologija, taciau $is sprendimas lémé didesnes islaidas.
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7.5. ISVADOS

1. Literatiiros apzvalga rodo didelj mokslininky susidoméjima statybos darby eigos
automatizavimo tema, taikant 3D taSky debesies technologijas, tokias kaip
fotogrametrija ir lazerinis skenavimas. Tyrimai parodé, kad duomeny rinkimas ir
grafiky atnaujinimas kiekvieng diena gali uZtrukti 20-30% laiko, o dél
neefektyvaus statybos eigos steb¢jimo daugiau nei 53% statybos projekty
atsilicka nuo grafiko. Taciau statybos etapas susideda i$ skirtingy darby
kategorijy, tokiy kaip Zemeés darby statyba, konstrukcijy statyba, mechaniniai,
elektros ir santechnikos darbai, apdailos darbai ir kt., todél stebgjimo procesui
automatizuoti tenka taikyti skirtingas metodikas. 3D tasky debesies technologijos
turi didziausiag prakting verte zemés darbams ir pastato konstrukcijy statyby
stebéjimui. Nustatyta, kad, duomeny gavimo poziiiriu, efektyviausia zemés darby
statybai taikyti bepiloCiy orlaiviy fotogrametrija, o konstrukcijy statybai —
lazerinio skenavimo technologija. Mokslininkai pasiiilé jvairius statybos eigos
stebéjimo automatizavimo metodus, taciau patikimo ir efektyvaus praktinio
pritaikymo is§tukiai nuolat kintanc¢ioje statyby aplinkoje vis dar sprendziami.

2. Zemés darby eigos stebéjimo eksperimento metu buvo istirtos trys skirtingos BO
fotogrametrijos darbo eigos, tokios kaip RTK, PPK ir GPS metodas, paremtas
zemés kontroliniais taskais, ir palygintos su tradiciniu metodu naudojant GNSS
imtuva. 5549,55 m* plote duomenys bepilo¢iais orlaiviais gauti 83% grei¢iau nei
matuojant tradiciniu metodu naudojant GNSS imtuva. Vertikaliy atskaitos tasky
skirtumas tarp analizuojamy metody nevirsijo 4 cm RMSE vertés ir daugeliu
atvejy buvo mazesnis nei 3 cm. Nustatyta, kad PPK metodas turéjo reikSmingos
jtakos Zzemés darby kiekio jvertinimo efektyvumui, atsizvelgiant | rezultaty
tiksluma ir klaidy daznumg. Taciau dél gana dideliy sgnaudy ir darbo eigos
specifikos automatizuotos technologijos gali pagerinti statybos eigos stebéjimo
efektyvuma tik didesnés apimties projektuose. Eksperimento metu buvo
nustatytas BO fotogrametrijos efektyvumas statybos projektuose, kuriy plotas
didesnis nei 925 m?. Tobuléjant technologijoms, duomeny rinkimas naudojant
BO gali tapti tik dar efektyvesnis.

3. Praktiniai eksperimentai parodé, kad, naudojant fotogrametrijos technologijas,
daugeliu atvejy statybos vadovams nereikéjo geodezininko pagalbos, nes jie
patys galéjo greitai jvertinti apimtis, o tai sutaupé daug laiko. Si technologija
pakeiCia sunkvezimiy skaiCiavimy poreikj ir uztikrina didesnj zemés kiekio
kontrolés tikslumg ir patikimuma, jskaitant subrangovy darbo kontrolg. Siekiant
sumazinti klaidy galimybe, planuoti kiekius, atlikti kokybés kontrolg, LandXML
ir .dfx projektiniai pavirsiai efektyviai buvo naudojami zZemes iSlyginimui, tiiriui
jvertinti ir kitoms operacijoms, kai tradiciniu budu tai uztrukty daug ilgiau ir kai
kurios valdymo operacijos gali likti neatliktos.

4. Konstrukcijy statybos eksperimento metu buvo sukurta esamy objekty
automatinio aptikimo metodika pagal priskirta IFC modelj:

a) pastato konstrukcijy geometrija buvo uZzfiksuota naudojant tris skirtingy
techniniy parametry 3D lazerinius skenerius. Buvo naudojami du statiniai
lazeriniai skeneriai, kuriy deklaruojamas tikslumas sieké 1 mm ir 4—7 mm, ir
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vienas mobilusis lazerinis skeneris, kurio deklaruojamas tikslumas 10—
30 mm. Duomenys buvo renkami tvarkingoje aplinkoje be klifi¢iy matymo
linjjoje ir aplinkoje su jvairiais trukdziais, kad atspindéty realia statybos
aplinka;

b) rankiniu btudu i§ anksto apdorojus gautus duomenis, naudojant ICP
algoritma buvo sukurtas automatizuotas IFC ir 3D tasky debesies
sulygiavimo procesas. Sis procesas leido sulygiuoti duomenis 2,1 cm RMSE
tikslumu, kurio pakako teisingai identifikuoti objektus. Siekiant suvienodinti
duomeny struktiira, i§ IFC elementy buvo isfiltruotos virsiinés ir taip gauta
IFC 3D tasky debesies versija. Vienintelis rankinis jsikiSimas, reikalingas
duomenims sulygiuoti, buvo trijy atskaitos tasky pory parinkimas abiejuose
3D tasky debesies modeliuose;

c) sukurta automatinio objekty aptikimo metodika, leidzianti iSgauti IFC
duomenis, apskaiciuoti pavirSiy plokStuming lygtj ir jvertinti atstumg nuo
tasko iki plokStumos. Eksperimentinio bandymo metu i§ 176 vertinty
statybos objekty 99,4% buvo teisingai identifikuoti, jskaitant sudétingoje
statybos aplinkoje, kai objekty pavir§ius buvo nevisiskai nuskenuotas arba
gauti duomenys buvo nekokybiski. Optimizavus objekty aptikimo procesa,
duomeny kiekis sumazéjo 91-96%. Siuo atveju i3 113 vertinty objekty buvo
teisingai identifikuoti 92,9%. Todél duomeny kokybé turi didele jtaka
automatizavimo procesui.

5. BO fotogrametrijos ir lazerinio skenavimo technologijos gali pateikti pakankamai
tikslius duomenis ir sumazinti didelio masto projekty darbo ir medziagy
sanaudas, palyginti su tradiciniais metodais, tokiais kaip GNSS imtuvas ar
tacheometras. Turint nuolat atnaujinamus statybos duomenis, galima efektyviai
kontroliuoti darby apimtis, identifikuoti galimas problemas ar vélavimus bei
imtis veiksmy, kad projektas vykty pagal grafika ir buty iSvengta papildomy
iSlaidy. Automatiskai generuojamos ataskaitos kartu su vizualizacija gali padéti
iSvengti gincy, kurie gali baigtis finansiniais nuostoliais. Renkant duomenis
eksperimenty metu reikéjo nuolatinio rankinio jsiki§imo, o lazerinio skenavimo
atveju duomeny gavimas nebuvo toks efektyvus laiko atzvilgiu, palyginti su BO
fotogrametrija. Mazos apimties statybos projektams Sios technologijos gali biiti
per brangios ir neefektyvios.

6. Remiantis tyrimo rezultatais, statybos jmonéms, planuojanc¢ioms diegti BO
fotogrametrija arba 3D lazerinj skenavimag statybos eigai stebéti,
rekomenduojama atsizvelgti | keleta aspekty. Pirma, jmonéms reikia strateginio ir
holistinio poziiirio, nes praktika rodo, kad inovatyvis jrankiai j procesus diegiami
gana létai. Investicija turéty buti vertinama kaip galimas ilgalaikis kasty
taupymas kontroliuojant atlieckamy darby kiekius ir kokybe bei galimybe
uztikrinti tvary konkurencinguma. Tyrime naudoty lazeriniy skeneriy kaina
svyruoja nuo 20 000 iki 70 000 eury. BO sistemai reikéty investuoti apie 5 000
eury. Taciau prie§ investuojant svarbu jvertinti technologijy apribojimus, tokius
kaip atspindintys pavirSiai, sudétingos geometrijos, uZstatyta aplinka, oro salygy
poveikis ir UAV skrydziy reglamentavimo taisykliy laikymasis. Be to, reikia
atsizvelgti 1 tai, kad ne visuose programiniuose sprendimuose yra jdiegta
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Lietuvoje placiai naudojama auksciy sistema LASO7. Norint sekmingai naudoti
Sias technologijas, reikalingos darbuotojy mokymo programos ir patikimi
programiniai sprendimai, kuriy kaina gali svyruoti nuo 5 000 iki 20 000 eury.
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