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Abstract. Research into acoustic signal-based failure detection has developed into a subject
that has attracted the attention of many researchers in recent years. Acoustic signal data
collection can be performed without having to interrupt or stop the operation of the machine to
be inspected. Therefore, it is very beneficial for the development of nondestructive testing and
predictive maintenance. In this study, a collection of pump sound recordings that are part of the
Malfunctioning Industrial Machine Investigation and Inspection dataset, known as the MIMII
dataset, is used as test material. Several deep learning algorithms such as long short-term
memory (LSTM), gate recurrent unit (GRU), autoencoder, and convolutional neural network
(CNN) were involved and compared to determine their ability to detect failures. Based on the
training results with 300 epochs and a learning rate of 10−6, it was found that CNN produced
the classification with the highest accuracy compared to the other algorithms. In addition, the
CNN algorithm is also capable of performing classification amidst the problem of imbalance in
the amount of data.

1. Introduction
For every industrial machinery, a machine’s state of health could be defined from its surface
temperature, body vibration, or operation sound [1, 2]. An expert operator could utilize these
variables to observe the presence of abnormalities. For example, a pump is assumed to be
operating abnormally when sounds with higher or lower frequencies than normal are heard. In
addition, the pump is also assumed to operate abnormally when there is an overly frequent
startup sound. However, if pumps, or any type of industrial machinery in general, are operated
in a high-noise environment, special attention needs to be paid as this can make it difficult for
human labour to determine operating conditions. In addition, high noise conditions can also
jeopardize the health and safety of the operators themselves [3].

One of the research topics that has been gaining attention in recent years is anomaly detection
in industrial machinery [4–7]. Research utilizing acoustic signals for the classification of machine
operating conditions is considered very useful in developing machine preventive maintenance,
machine life prediction, and quality control processes. In addition to the development of more
capable and affordable hardware, this topic has also received more attention from the academic
world due to the large selection of artificial intelligence and deep learning algorithms that
facilitate the classification process.
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Long short-term memory (LSTM), gate repeating unit (GRU), autoencoder (AE), and
convolutional neural network (CNN) are some examples of deep learning algorithms for
classification. Long short-term memory (LSTM) is one of the deep learning algorithms that
can be used for classification, prediction, and control [8–11]. It can learn complex patterns and
relationships in the input data, making it a valuable tool for a wide range of tasks in various fields
such as finance, healthcare, and natural language processing [12–14]. It also has the capacity to
discern audio signals based on their anticipated properties, which is a very dependable feature for
audio classification. on the other side, GRU is a deep learning algorithm that is similar to LSTM
but has fewer parameters and an additional forget gate. This algorithm was coined by Cho et
al [15] and works with the gate mechanism in the recurrent neural network. Apart from LSTM
and CNN, which are developments of recurrent neural networks and are indeed commonly used
algorithms for processing speech signals, autoencoder is also able to utilize in acoustic signals
classification [16–19]. It is a type of deep learning algorithm that is capable of performing
classification, filtering, and reconstruction at the same time and adequate to copy input data
on the output side. In general, an autoencoder works with two main functions: the encoder
part which functions to compress the input data, and the decoder part which reconstructs the
data to its original form. Lastly, another option for audio classification issues is CNN [20–23].
It was first developed in 1995 by Lecun and Bengio and is very commonly used in image-based
classification [24]. However, it has also proven capable of classifying audio signals by utilizing
features such as mel-spectrogram, chroma, or short-time Fourier transform extracted from the
signal.

This paper presents a comparison of the ability of several deep learning algorithms to classify
operating conditions based on acoustic data of industrial machinery. AE, LSTM, GRU, and
CNN were tested using a collection of acoustic signals. A group of pump sound files with *.wav
extension which is part of the MIMII dataset is utilized as the primary test object in this study.
The purpose of this research is to find out which algorithm has a better ability to perform
classification based on the loss value and accuracy after 300 epochs with a learning rate of 10−6.

2. Materials and Methods
2.1. Materials

Table 1: Distribution of pumps audio files from the MIMII dataset

Device Model ID
Condition

Normal Abnormal

Pump

id 00 1006 143
id 02 1005 111
id 04 702 100
id 06 1036 102

Purohit et al, a group of researchers at Hitachi Co. Ltd., released a dataset containing audio
signal recordings under normal and abnormal operating conditions of four types of machines
(fans, pumps, sliders, and valves) in 2019 [4]. The collection is called Malfunctioning Industrial
Machinery Investigation and Inspection (MIMII) and is freely accessible. The audio data is in
*.wav audio file format and includes machine sound mixed with real factory environment noise
at -6 dB, 0 dB, and 6 dB signal-to-noise ratios. The abnormal condition audio data are not
specifically labelled, yet they indicate various issues. The characteristics of the dataset are based
on the type of equipment and signal-to-noise ratio(SNR), with each segment of the audio file
being 10 seconds long and consisting of 160,000 samples at a sampling rate of 16,000 Hz and
16-bit resolution.
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(a) id 00 normal (b) id 00 abnormal

(c) id 02 normal (d) id 02 abnormal

(e) id 04 normal (f) id 04 abnormal

(g) id 06 normal (h) id 06 abnormal

Figure 1: Example spectrogram images of pump audio files under normal and anomalous
conditions

In this study, a collection of pump sound recordings while operating under normal and
abnormal conditions were used as test materials. These recordings are from the MIMII dataset
and are freely accessible. Table 1 provides information on the allocation of pump sound files in
the MIMII dataset with id 00, id 02, id 04, and id 06 representing the identifier(ID) codes of
each pump. The table shows an unbalanced number of normal voice recordings and anomalous
voice recordings. This can be a challenge for the classification algorithm in making a decision.
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Figure 1 shows examples of pump audio signal spectrogram shapes based on ID and operating
conditions. The figure shows that normal and abnormal conditions can be distinguished based
on the visualization of the acoustic signal. For example, in the comparison between normal
and abnormal signals on the pump with ID id 00, the abnormal condition (Figure 1b) gives an
acoustic signal that tends to be more dominant at high frequencies while the normal condition
(Figure 1a) shows a dominant signal at low frequencies.

2.2. Methodology
In this research, the data used in each training and validation process is taken from a collection
of pump audio signals contained in the MIMII dataset. The set is also grouped based on each
machine ID. A total of 80% of the data is used as training data and the rest is for validation. The
noise in the audio signal is assumed to be a form of augmentation of the original data, whereas,
in the MIMII dataset, there are 3 types of noise, namely -6 dB, 0 dB, and 6 dB. Classification is
based on the operation type of the acoustic signal under test without regard to ambient noise.

Figure 2 displays the configuration of the model simulation process using deep learning. As
a first step before training, the mel-frequency cepstral coefficient of the acoustic signal will
be extracted first and fed to the input part of the artificial neural network. In this study,
the classification capabilities of four pre-trained deep-learning algorithms, namely AE, LSTM,
GRU, and CNN, are compared using pump audio signal data from the MIMII dataset. Each
algorithm will be trained using a learning rate of 10−6 for 300 epochs. The decision-making of
the classification results is carried out in the last layer of the network using softmax activation
which fulfils equation (1) for i = 1, 2, . . . ,K and x = (x1, x2, . . . , xK) ∈ RK . The performance
of the algorithms is compared based on the accuracy and loss values of the validation results.

σ(x)i =
exi∑K
j=1 e

zj
(1)

Figure 2: Illustration of neural network applied for classification

3. Results and Discussions
Figure 3 and 4 display the comparison of the accuracy and loss values of each algorithm based
on the ID of each pump, respectively. The accuracy value produced by CNN is always above
the accuracy values of other algorithms. The highest accuracy value is in the classification of
acoustic signals from pump id 04 with 0.9917 and the lowest accuracy value is generated by
the classification of acoustic signals from pump id 00 using LSTM and CNN. In terms of loss,
CNN generates lower values for all pumps compared to AE, LSTM, and GRU. The lowest loss
value is 0.3644 produced by the classification of acoustic signals from pump id 04 using CNN
and the highest loss value is 0.6189 produced by the classification of pump id 04 with LSTM.
The validation results show that each algorithm is capable of providing the ability to perform
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Figure 3: Comparison of accuracy values of each algorithm based on each machine ID
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Figure 4: Comparison of loss values of each algorithm based on each machine ID

(a) id 00 with AE (b) id 00 with CNN (c) id 00 with LSTM (d) id 00 with GRU

Figure 5: Confusion matrices of pump id 00 classification



The 4th Engineering Physics International Conference 2023 (EPIC 2023)
Journal of Physics: Conference Series 2673 (2023) 012032

IOP Publishing
doi:10.1088/1742-6596/2673/1/012032

6

(a) id 02 with AE (b) id 02 with CNN (c) id 02 with LSTM (d) id 02 with GRU

Figure 6: Confusion matrices of pump id 02 classification

(a) id 04 with AE (b) id 04 with CNN (c) id 04 with LSTM (d) id 04 with GRU

Figure 7: Confusion matrices of pump id 04 classification

(a) id 06 with AE (b) id 06 with CNN (c) id 06 with LSTM (d) id 06 with GRU

Figure 8: Confusion matrices of pump id 06 classification

classification with good accuracy yet a sufficient amount of losses are still obtained.
Based on the test and validation results, a high accuracy value was obtained. However, at

the same time, the resulting loss value is also quite high. This is due to the unbalanced amount
of normal and abnormal condition data, according to the information contained in Table 1.
Figure 5 to 8 are a collection of confusion matrices from the classification process based on
the algorithm and pump ID. The figure shows that only the CNN algorithm is fully capable of
differentiating normal and anomalous data based on the unbalanced data set. In addition, AE
also produces the same ability in the case of the id 04 pump operation classification(Figure 7a).
This is because the ratio of normal and anomalous data for the pump with id 04 is 7:1, which
is lower if compared to other machines.

4. Conclusions
Based on the results of training and validation using the pump data contained in the MIMII
dataset, the classification results with the highest accuracy and lowest loss are obtained when a
convolutional neural network (CNN) is employed to generate the model. The highest accuracy
value is obtained in the id 04 pump classification with a value of 0.9914. Meanwhile, the lowest
loss is also generated in the same case with a value of 0.3644. In addition, CNN is also able to
deal with classification problems with unbalanced data.
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