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#### Abstract

The authors of this article analyzed the problem of logistic robotics. This paper presents a method for robot navigation in a known environment. The method consists of two steps. The first step is to model the system, assign vector marks to the prominent edges of the virtual environment map, and direct the robot to reach these marks. The second step is to enable the robot to execute a specific task based on the given paths and deal with the local obstacles avoidance independently. The identification of the prominent point, the computation of the vector mark, and optimal path calculation are performed on the computer model using colored Petri nets in the software 'Centaurus CPN'. The proposed approach was extended to simulate the work of a logistic robot, which has to take boxes and deliver them to certain places in storages. The experimental investigation has shown that the simulated mobile robots with the proposed navigation system were efficiently moving along the planned path. The analysis of the vector tree reveals that it takes 0.389 s to compute and graphically represent it. The occupation of certain places in storages is visualized and shown in experimental graphics.
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## 1. Introduction

Path planning is an active research topic relevant to many robotic applications. A broad range of algorithms has been developed to solve this problem. Therefore, comparing different algorithms is challenging. A comprehensive comparison of different path planning algorithms is presented in [1]. Another recent study categorizes path planning algorithms into meta-heuristic and conventional categories [2]. The Kiva systems robotic logistics system is used in Amazon's logistics centers. The task of warehouse robots is to lift the shelves of products and deliver them to the correct warehouse locations. The robots' working area is separated from humans [3-5]. The Fetch company develops robots to transport goods from one place to another. These robots can work alongside humans in the same space and navigate in environments with dynamic moving obstacles [6].

The most important task of any path planning algorithm is to make sure that the robot will not hit any obstacles when executing the planned path. Therefore, path planning is often divided into two separate algorithms, namely local and global path planning. The main responsibility of the global path planner is to find the path from the start location to the goal while avoiding all known obstacles. The local planner calculates the robot
velocity commands that help the robot stay on the planned global path. Additionally, the local planner uses the robot sensor information to avoid unexpected obstacles. When the unexpected obstacle is avoided, the robot can return to the planned global path. The robot operating system (ROS) has one of the most popular path planning architecture implementations. This system is used in many robotic logistic tasks [7]. More recently, this system has been improved and re-implemented in ROS2 [8]. This version places a lot of emphasis on the definitions of behavioral navigation behavioral tree definitions. These behavioral trees improve the performance of the overall system in challenging and dynamic environments.

In this paper, a trajectory planning algorithm based on the generated unique vector marks tree method is applied to the modeling of a control system for a logistic mobile robot. The proposed method aims to find the shortest trajectory to the target point, considering the dimensions of the mobile robot with the load. The logistics distribution system for transported products assesses the occupancy of the racks and shelves and directs the loads accordingly.

The subsequent content of this paper consists of: path planning algorithms are revised in Section 2; Section 3 describes the vector marks tree-generated method and defines the object of research; Section 4 presents the results of the research. The future work and conclusions are summarized in Section 5.

## 2. Path Planning Algorithms

Path planning algorithms can be divided into four main categories, namely those based on graph, potential field, optimization, and random search. A detailed review of the path planning algorithm can be found in [9]. The choice of algorithm is highly dependent on the planning stage of the path. Graph-based algorithms are mainly sued for global path planning. Local path planning is usually implemented using potential fields of search-based algorithms.

Environment maps are needed to plan the global path planning. These maps can be created from building plans or by a robot driving in that environment. Simultaneous localization and mapping (SLAM) are a group of algorithms that can be used to create environment maps in real-time [10]. One of the most popular SLAM frameworks in recent years has been described in [11]. For example, see Figure 1.


Figure 1. Example of a map created using Cartographer SLAM [11].
Environment maps are usually discretized before using graph-based path-planning algorithms. The discretization step has to be selected according to the dimensions of the robot. In this case, obstacles are marked as occupied cells on the discrete environment map.

The robot is treated as a point object when performing global path planning. Because the robot is not a point object, it can hit the obstacles when moving through the path planned for the point object. To avoid this problem, obstacles are often inflated on the global map. The inflation distance is selected according to the robot's diameter. When planning the path in the inflated environment map, the robot can always move from any free cell to all of its neighboring free cells. Obstacle inflation guarantees that the robot will never hit an obstacle when moving along a planned path [12]. The relative standard deviation of each path's distance $(R D)$ mathematical computation formula follows [12]:

$$
\begin{equation*}
R D=\frac{\sqrt{\frac{1}{N \cdot K} \sum_{i=1}^{N \cdot K}\left(D_{i}-D_{m}\right)^{2}}}{D_{m}} \tag{1}
\end{equation*}
$$

where $D_{i}$ is the $i$ th path's distance in cells, $D_{m}$ is the mean distance $D$ of each path, $K$ is experiment's ID, and $N$ is the number of successive goals that the algorithm must produce paths for. This metric checks the punctuality of the method concerning its produced paths.

Global path planning can be performed using the classical graph shortest path planning algorithms. However, the selected map cell size must not be too small. $A^{*}$ and Dijkstra are some of the algorithms that are often used in global path planning (see Figure 2). The Dijkstra algorithm is guaranteed to return an optimal path, but it often has to perform a lot more computations. $A^{*}$, on the other hand, uses heuristics to reduce the computation requirements of the algorithm. Both algorithms can find the optimal path when the conditions are right. The biggest disadvantage of both $A^{*}$ and Dijkstra is that planning has to be performed from scratch when an unknown obstacle is detected. This can lead to high computational loads when the robot operates in highly dynamic environments. $D^{*}$ Lite is a more efficient version of $A^{*}$ that stores the intermittent planning results and can reuse this information when a dynamic obstacle is detected. $D^{*}$ Lite has been successfully used for global path planning [13].


Figure 2. Dijkstra and $A^{*}$ path-planning differences [14].
Local path planning converts the global path into velocity commands. These commands are used to calculate the robot actuator velocities. When doing global path planning, the robot only has to select between four and eight possible actions in each cell. Local path planning, on the other hand, works in a continuous space. This is because, in each time step, the robot could drive at any desired speed. Local path planning is often performed in a small window near the robot. This reduces the computational load when dealing with a continuous action space. The size of the local path planning window is usually chosen by taking the reaction time into account. This is performed so that the robot could avoid dynamic obstacles that can appear in the robot environment. Additionally, planning the local path always takes the robot's footprint into account.

As already mentioned, robots can have a continuous velocity action space. It is impractical to try to evaluate all possible robot velocities when doing local planning. One
way to address this problem is to select a set of possible robot velocities and then check with one who obtains the robot closest to its goal. It is also important to check that the selected action will not cause the robot to hit any obstacles. One of the most popular algorithms that uses this method is the dynamic window approach [15] (see Figure 3).


Figure 3. Dynamic window algorithm for local path planning [16].
Optimization-based algorithms search for the optimal robot trajectory. It is very important to select a good optimization criterion for these algorithms. The goal function can have one or more optimization criteria. For example, the criteria can be: trajectory length, smoothness, distance to obstacles, execution time, or energy consumption. The choice of algorithm parameters will determine how the optimized trajectory looks. Optimizationbased algorithms can generate very good trajectories because they operate in a continuous space. The main disadvantage of optimization-based algorithms is that they usually have many parameters that need to be tuned to obtain reasonable algorithm performance. Another problem is the possibility that the optimization algorithm becomes stuck in a local minimum. Despite these problems, optimization-based algorithms are successfully used for robot navigation [17]. Moreover, optimization-based algorithms can be applied when controlling Ackerman drive robots [18].

Path-planning algorithms are similar to optimization-based algorithms. These algorithms create a monotonic function that decreases the movement towards the target location. Path planning is then performed by performing a decent gradient on this function. As with optimization-based algorithms, local minima are often a source of concern for these algorithms. Many different methods are proposed to help avoid these issues [19]. A detailed review of different local path planning algorithms can also be found in [20]. In recent years, learning-based approaches have also become popular [21]. These methods can achieve even higher performances when combined with modern deep neural network approaches [22]. Neural network training is often based on error minimization methods. The error that the network is trained to minimize can be chosen according to the problem to be solved and the type of neural network. One error function widely used for training neural networks is the sum squared error. The sum of squared errors is suitable for solving regression problems. The cumulative squared error is obtained by summing the errors in all the outputs of the network, for the entire data sample:

$$
\begin{equation*}
E(w)=\frac{1}{2} \sum_{n=1}^{N} \sum_{k=1}^{c}\left\{y^{k}\left(x^{n}, w\right)-t_{k}^{n}\right\}^{2}, \tag{2}
\end{equation*}
$$

where $N$ is the number of input vectors, $c$ represents the number of outputs of the network, $k$ is $k$ th output of the network, calculated as a function of the $n$th input vector $x^{n}$ and weight vector $w$.

Path planning can also be performed for several robots simultaneously. In this case, the goal is to plan a joint plan to make sure that robots will not be obstacles to each other. These plans can also help avoid congestions. These plans can consider the robot waiting time. Simultaneous path planning is often used in logistics to find a common plan for all robots operating in a warehouse [23]. The researchers [24] also proposed a path planning method based on neural network training, which allows one to achieve a level of accuracy close to $90 \%$. Such planning approaches can produce very good results, but their practical implementation is often very difficult. Simultaneously planning a path for a robotic fleet is even more computationally expansive than the other methods discussed so far. Another big problem is the re-planning that is needed when unexpected situations arise.

## 3. Vector Mark Generation Method and Research Object

This paper presents a method for finding the shortest path for mobile robots using vector marks. Vector marks are derived from the scanned outlines of the environment around the robots. The supervision system controls the robots' movement by tracking each one separately and calculating the optimal route. The vector marks help estimate the movement trajectory of the mobile robot. In order to describe the properties of vector marks, the authors describe "visibility"-a point $p_{d}$ is visible from point $p_{0}$, if there exists a line segment connecting these points and all points on this line belong $S_{\text {free }}$ :

$$
\begin{equation*}
\forall p \in l\left(p_{0}, p_{d}\right) \in S_{\text {free }} \tag{3}
\end{equation*}
$$

where $l\left(p_{0}, p_{d}\right)$-means the line connecting points $p_{0}$ and $p_{d}$. Before analyzing the scanned data, we need to check the contour of scanned obstacles for any changes, gaps, or breaks. These are called salient points and they indicate important abnormalities. We can find them by looking for places where the gradient direction suddenly changes. To do this, we only need to measure the tangential angles at the points we are interested in, instead of computing the exact gradient at every point. The research in this article is focused on the detection of salient points, where the shape of obstacles changes [25]. Figure 4 shows the algorithm of vector mark generation.

The length of the vector mark is an important factor. This length influences the weight coefficient of the mark, which is calculated from the end of the mark to the target point. The length of the mark is also included in the calculation of the weight coefficient of a vector mark. Lengthening the mark may lead to a situation where the mark falls into a static obstruction zone. That is, the distance between two static obstacles is less than the specified length of the vector mark. In order to avoid this situation, the algorithm that recalculates the length of the vector mark is adjusted. Using the heuristic relationship between the size of the vector mark $l$ and the length of the jump $\Delta l$ at the point of rupture found in the scanner contour, the proposed algorithm is used:

$$
l=\left\{\begin{array}{c}
2 * g, \text { if } \Delta l \geq 4 * g  \tag{4}\\
0.25 * \Delta l
\end{array}\right.
$$

where $g$ is the scanner distance and $\Delta l$ is length of a radar beam jump for aesthesia.
The shortest path between two points is known to be a straight line. However, there are not always no obstacles between the goal and the current position points.

In this case, the optimal path is a polygonal path approximated by the shortest distance between the robot's current position and the target point. If the target point is obstructed by an obstacle, there is at least one point at the vertex of the polygonal path that allows the robot to bypass this obstacle. Obviously, there may be cases where one new point will not be sufficient to overcome the obstacle. The path through these vertices will, in the general case, be far from the shortest path. A more accurate approximation is therefore needed.

Authors use criteria $\lambda$ to select the vector, which can lead to the target point in the shortest path, from visible vectors $k$ :

$$
\begin{equation*}
\lambda=\min _{n=1}^{k}\left(W_{n}+\left\|p_{n v}-p_{r}\right\|+\left\|p_{n h}-p_{n v}\right\|\right) n \in \Re, \tag{5}
\end{equation*}
$$

where $W_{n}$ is the weight coefficient of the $n$-th vector mark; $p_{n v}$ is the visible vector mark point; $p_{r}$ is the robot position; $p_{n h}$ is the apex of the vector mark.


Figure 4. Algorithm of vector mark generation.
The vector is defined by its end point, which is also the origin of the vector. The vector's length is equal to the given size, so that it can be used to locate other features of the current scene, such as gaps in the wall or door, by generating new vectors from end of it. This method helps to detect gaps and holes on parallel planes. Let the robot size be as the material point. Let the obstacle (see Figure 5) between the robot's current position "A" and the target "D" be a fragment of a circle. From the target point "D", a tangent to the obstacle is drawn and the new vertex " $C$ " is fixed on this tangent. Thus, the path does not cross the obstacle. Obviously, this path is not the shortest path from "A" to "D". On the tangent, from point " $C$ ", a vector mark is formed at the point of contact " $K$ ", pointing to the target " D ". Another tangent to the obstacle (point of contact " B ") is drawn from the current robot position "A" until it crosses the vector mark "CK". When the robot passes point " B " at a fixed distance $h$ along this tangent from point " F ", a new tangent to the obstacle (point of contact " L ") is drawn. The robot moves along the new tangent. This process is
repeated until the robot's path is aligned with the tangent " CK ". The result of this process is a polygonal path that more accurately approximates the optimal path.


Figure 5. Approximated path and vector mark.
The accuracy of the approximation depends on the value of $h$. All tangents drawn from the current robot position intersect with the vector " CK ". In other words, the vector " $\mathrm{CK}^{\prime}$ " is visible from the robot's current position and is a vector mark. The length of the mark must be at least as long as the distance "EK", otherwise the robot at point "A" will not see the vector mark. The total length of the vector mark must be long enough to form the tag, and at least long enough for the end of the mark to be visible. A path consisting of tangent fragments is obviously shorter than a polygonal path.

Evidently, the robot's path is close to the shortest path if the robot's movement step $h$ is not too large. If the lengths of several different paths are similar and correspond to the shortest required path, the criterion for selecting the visible vector mark is quite simple. Figure 6 shows the case of a known environment, where a circular obstacle is avoided in a virtual environment by estimating the dimensions of the virtual robot.


Figure 6. Path of the robot.
For the environment depicted in Figure 6, the target point is denoted by " T " and the robot's current position is denoted by " R ". A global search is performed for the path between the points " $R$ " and " $T$ ". A tree of the vector is formed from the goal point. The first generation of vector marks $V_{1}$ and $V_{2}$ is formed.

Continuing further scanning from the end point of the vector mark $V_{1}$, at the point of contact of the obstacle, a vector mark $V_{3}$ of known length is formed, equal to the length of the vector mark $V_{1}$. The next point of contact of the obstacle is found, where a vector mark $V_{4}$ is being formed. In this way, vector marks are formed at the points of contact of a circular static obstacle. In the case shown in Figure 6, the dimensions of the simulated virtual robot are known. Thus, the robot has to go from point " R " to the goal point " T " and then it has to bypass a round static obstacle. In the simulated case, a trajectory is constructed in the virtual space based on the vector tree and the robot's dimensions. As can be seen in Figure 6, the virtual robot smoothly avoids the obstacle and follows the shortest possible path according to the generated trajectory. Figure 6 shows how the approximation of the path depicted in Figure 5 is implemented in the software.

The analysis is based on a storage room where boxes of fastening details arrive stacked on pallets. They are then to be removed to the appropriate shelves. There are several rows of the double-sided racking with a gap of 2800 mm between them. The storage room is depicted in Figure 7.


Figure 7. Storage room.
The minimum height at which the box can be picked/placed is 200 mm , and the maximum height is 2000 mm . The dimensions of the robot chassis are $800 \mathrm{~mm} \times 1000 \mathrm{~mm}$. Figure 7 shows that the space between the racks is 2080 mm , so that two mobile robots can pass.

## 4. Experimental Research

The software 'CentaurusCPNV16' is capable of solving mobile robot path planning tasks [25]. However, the authors of this paper do not solve collisions between dynamic objects here. Collisions with a static environment are analyzed and taken into account.

A model of the room designed for the experimental studies is shown in Figure 8.


Figure 8. The model of the room.
The model has a yellow area for people; four pallets for the storage of boxes (4 blue squares); the boxes are placed in 16 racks (8 gray areas, each consisting of 2 racks). Two loading points are allocated for the mobile robot. They are marked with black squares in racks $1-2$ and racks $9-10$. The gaps between the racks are designed to allow a 1 m wide robot to pass through them.

The robot has to pick up the boxes from the pallets to transport and place them in the racks. Each rack can hold 60 boxes. The layout of the rack is shown in Figure 9. Figure 9 shows a general view of the rack, where the blue area indicates the available spaces. Each rack consists of 10 vertical shelves with six levels, which is the situation of the removal of boxes from the pallet to the selves of rack 1 . The red color indicates the already occupied spaces, with boxes placed on three floors.


Figure 9. Rack layout and occupancy of the shelves.
The vector tree is formed by specifying its coordinates, the length of the vector mark, the radar distance insensitivity, and the radar angle of view (see Table 1).

Table 1. Parameters of the vector tree generation.

| Parameter | Value |
| :---: | :---: |
| $X$ target | 7.5 |
| $Y$ target | 22.5 |
| Corbel | 4.0 |
| Distance gap of radar | 1.0 |
| Max generation | 100.0 |
| Minimal visible chord | 1.0 |
| View angle of radar (grad) | 330.0 |

For the robot to transport the boxes and place them on the shelves, its trajectories need to be modeled. Based on the methodologies described above, a vector tree must be generated at the target point corresponding to the coordinates of the center of each vertical shelf of the rack. Based on this tree, the trajectory of the robot from the current location to the target point is calculated. In addition, the calculation of this trajectory considers the robot's dimensions.

According to this concept, two different vector tree systems can be used for a given system configuration:

- For delivering a load to the racks (160 vector trees);
- For arriving at the pick-up area from the place of delivery (4 vector trees).

The loads must not only be delivered to the racks but also unloaded, i.e., the reverse action must be undertaken by creating vector trees for the unloading process. In this situation, the question is whether to form databases of all possible vector trees, which would be selected for functionality based on the coordinates of the destination point, or to generate the required tree each time based on the coordinates of the destination.

The second case is more efficient as it does not require the creation and maintenance of a vector tree database. It is also necessary to consider that the preparation of the database takes additional time.

For the given room configuration (see Figure 8), the time required to generate a vector tree with modern computer technology is minimal. For example, the analysis of the vector tree shown in Figures 10 and 11 reveals that it takes 0.389 s to compute and graphically represent it.


Figure 10. Maximum length of vectors limited by distances to obstacles (target point $x=7.5 ; y=22.5$ ).
Figures 12-17 show how the generated vector mark trees and the generated robot trajectories from different starting positions appear in different vector tree parameters (vector tag length, viewing angle, robot radius, and robot starting positions). The parameters, which can be changed, are shown in Table 2.

In this case (see Figure 13), the robot's path is shorter than that obtained using the minimum vector length (shown in Figure 12).

In this case, (see Figure 15), the robot's path is shorter than that obtained using the minimum vector length (see in Figure 14).

The experimental simulations and testing showed that, when generating vector trees, it is advisable to use the maximum length of the vector. This results in a shorter path for the robot to reach the goal. It can be seen in Figures 12 and 14. In these cases, more vector marks are formed, but the calculated trajectory of the robot is 8.5 proc. longer.

In this case, (see Figure 17), the robot's path is the same as the minimum vector length (shown in Figure 16).


Figure 11. Minimum length of the vector (target point $x=7.5 ; y=22.5$. Condition: the length of the vector is assumed to be 1 cm ).


Figure 12. Minimum length of the vector (robot location coordinates $x=45 ; y=1$, target point coordinates $x=7.5 ; y=22.5$ ).


Figure 13. Maximum vector length (robot location coordinates $x=45 ; y=1$, target point coordinates $x=7.5 ; y=22.5$ ).


Figure 14. Minimum length of the vector (robot location coordinates $x=45 ; y=4$, target point coordinates $x=7.5 ; y=22.5$ ).


Figure 15. Maximum vector length (robot location coordinates $x=45 ; y=4$, target point coordinates $x=7.5 ; y=22.5$ ).


Figure 16. Minimum length of the vector (robot location coordinates $x=1 ; y=1$, target point coordinates $x=7.5 ; y=22.5$ ).


Figure 17. Maximum vector length (robot location coordinates $x=1 ; y=1$, target point coordinates $x=7.5 ; y=22.5)$.

Table 2. Parameters of the trace calculation.

| Parameter | Value |
| :---: | :---: |
| $X$ target | 7.5 |
| $Y$ target | 22.5 |
| Tolerance $X$ | 0.1 |
| Tolerance $Y$ | 0.1 |
| $X$ robot | 45.0 |
| $Y$ robot | 1.0 |
| Robot's radius | 1.0 |

Using the maximum length of vector marks enables us to calculate the shorter path to the target point. During the testing simulations, the authors used limiting parameters: view of angle radar, different target point coordinates, different initial coordinates of the robot, and the length of the vector. A simulation-based control system for a logistic robot has been developed to simulate and represent the filling of storage shelves with boxes of a given size. The movement of logistic robots is not attached to any physical restrictions (such as tracks).

## Discussion

The performance checking of the proposed algorithm and comparison with other researchers' works was performed. The experimental simulation results of the proposed method were compared with results obtained using the neural network field (NNF) and fuzzy logic methods, which are commonly used in a 2D environment. The experimental results are presented in Figure 18. Figure 18b shows that the path formed by the proposed algorithm in this paper was slightly shorter than the path obtained by the NNF, presented in Figure 18a [24]. Meanwhile Figure 18c [26] shows an example of navigation based on fuzzy logic, Figure 18d shows the experimental testing of the proposed algorithm. Furthermore, it is obvious that the proposed method showed better results (the path length is shorter) compared with fuzzy logic.

The authors can state that the proposed method of navigation is capable of bypassing obstacles of various shapes, avoids falling into local minima, and calculates the shortest possible path to the target point, as shown in Figure 18d.


Figure 18. Experimental testing and verification. (a) NNF example; (b) proposed algorithm; (c) fuzzy logic example; (d) proposed algorithm.

## 5. Future Work and Conclusions

Further investigations and experimental testing of the proposed system are related to the ensuring stability of the calculated trajectory and positioning of the mobile robot. At any time, the robot might deviate from its planned trajectory, so the localization algorithm must be used to correct any deviations.

The algorithm of salient point's detection, vector mark estimation, and optimal path calculation is presented and is realized using colored Petri nets. Experimental investigations, using different modeling parameters, have shown that the usage of the maximum possible vector mark length enables the calculation of 8.5 percentages shorted path. The limitation of the radar view angle enables to avoid duplicating of salient points detection. The proposed approach was extended to simulate the work of a logistic robot, which has to take boxes and deliver them to storages.

Our experimental investigation showed that the proposed navigation algorithm is able to find the shortest path in the known 2D environment and avoids falling into local minima in various shapes of the environment. The occupation of certain places in storage is visualized and shown in experimental graphics.
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