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Abstract: This article forms an attempt to expand the ability of online search queries to predict
initial jobless claims in the United States and further explore the intricacies of Google Trends. In
contrast to researchers who used only a small number of search queries or limited themselves to
job agency explorations, we incorporated keywords from the following six dimensions of Google
Trends searches: job search, benefits, and application; mental health; violence and abuse; leisure
search; consumption and lifestyle; and disasters. We also propose the use of keyword optimization,
dimension reduction techniques, and long-short memory neural networks to predict future initial
claims changes. The findings suggest that including Google Trends keywords from other dimensions
than job search leads to the improved forecasting of errors; however, the relationship between jobless
claims and specific Google keywords is unstable in relation to time.
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1. Introduction

Due to the negative effects of the COVID-19 pandemic on the global economy and
the rising rates of unemployment, the need for more accurate unemployment forecasting
models has become increasingly urgent. Recent developments in the nowcasting literature
indicate an attempt to provide an enhanced approximation of the unemployment situation
in a timely manner, which might benefit government institutions that are preparing to take
pro-active measures against a surge in joblessness. In essence, nowcasting is a technique
used to predict the behavior of the economy in real time or as close as possible to real
time, allowing governments to make more informed decisions about the stimulus rather
than relying on lagging monthly indicators (Giannone et al. 2008; Bańbura et al. 2013).
Numerous authors have already reported successes in nowcasting unemployment, car sales,
GDP, household consumption with credit card transaction data, foreign arrivals, and even
building permits (Choi and Varian 2009a; Banbura et al. 2010; Barreira et al. 2013; Pavlicek
and Kristoufek 2015; Rusnák 2016; Coble and Pincheira 2017; Richardson and Mulder 2018;
Antolini and Grassini 2018; Nymand-Andersen and Pantelidis 2018; Giovannelli et al. 2020;
Aastveit et al. 2020). Although the reported effectiveness of nowcasting models differs
from author to author, a general consensus has emerged that nowcasting helps improve
prediction accuracy.

Despite the growing literature on nowcasting, much needs to be discussed and per-
fected regarding the models or variable choices themselves. For instance, one source of
data that has been widely popular amongst researchers is user internet search activity, such
as Google Trends data (Askitas and Zimmermann 2009; D’Amuri 2009; Choi and Varian
2009b; Chadwick and Sengul 2012; Barreira et al. 2013; Smith 2016; Naccarato et al. 2017;
Nymand-Andersen and Pantelidis 2018; Nagao et al. 2019; Anttonen 2018; Dilmaghani
2019; Borup et al. 2021; Mulero and García-Hiernaux 2021). According to Ettredge et al.

Economies 2023, 11, 130. https://doi.org/10.3390/economies11050130 https://www.mdpi.com/journal/economies

https://doi.org/10.3390/economies11050130
https://doi.org/10.3390/economies11050130
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/economies
https://www.mdpi.com
https://orcid.org/0000-0002-8373-2471
https://orcid.org/0000-0003-1439-578X
https://orcid.org/0000-0001-6812-8471
https://orcid.org/0000-0002-8281-1813
https://doi.org/10.3390/economies11050130
https://www.mdpi.com/journal/economies
https://www.mdpi.com/article/10.3390/economies11050130?type=check_update&version=1


Economies 2023, 11, 130 2 of 23

(2005), the usefulness of such data is that through search activity, citizens provide useful
information about their intentions, needs, wants, and interests. In many cases, people who
lose their jobs use Google to help them find unemployment benefit agencies and new job
openings, as indicated by the fact that 93.63% of all mobile searches are performed through
Google (Netmarketshare 2022). As a result, authors such as Mulero and García-Hiernaux
(2021) and Naccarato et al. (2017) claim that by using Google data, an increase in the
predictive accuracy of 10–25% or a reduction in forecasting errors was achieved. Another
advantage of using Google Trends is that it provides various frequencies, which benefits
the nowcasting procedure.

On the other hand, authors, including Nagao et al. (2019) and Barreira et al. (2013),
produced mixed results when forecasting unemployment. Google’s trend data did not
increase accuracy in all countries, and specific preconditions were required for search
activity data to work. As Smith (2016) puts it, the challenge with search data is that one must
determine which keywords are relevant and how many keywords should be incorporated
to best mirror a jobless or soon-to-be-jobless person’s search query that later translates to
unemployment numbers. In the case of Nagao et al. (2019), only two keywords were used;
by expanding the keyword dictionary, the results might have changed substantially. Thus,
despite some success stories, the question of how to correctly mine the data from Google
Trends is a real challenge that requires considerable future improvements.

Tangent to the keyword selection issue, there is also a lack of attempt to incorporate
other socially important keywords that could be highly related to unemployment figures.
For example, many authors only included keywords such as “jobs” or “job offers” but did
not include other keyword dimensions, such as “online casino”, “anxiety”, “depression”,
and “leisure activities”. Researchers such as Mousteri et al. (2018) and Liu et al. (2021)
found that joblessness and psychological distress are interrelated; thus, the expansion of
the keyword corpus could lead to a better Google Trends forecast.

Furthermore, despite recent developments in machine learning, there have been
relatively few attempts to use neural networks in nowcasting unemployment. Much of
the literature deploys dynamic factor models (DFM), ARIMA, or mixed data sampling
(MIDAS) (D’Amuri 2009; Smith 2016; Chernis and Sekkel 2017). However, according to
Hopp (2021), the long–short term memory (LSTM) neural network approach has an edge
over the DFM in accuracy, speed, and volume. Thus, the machine learning approach could
be explored more within the nowcasting context.

Therefore, the aim of this paper is to investigate a multidimensional approach of
Google search query data in nowcasting USA initial jobless claim numbers using LSTM
neural networks. To our knowledge, this is the first paper that expands Google keyword
dimensions to include psychological factors, gambling, and other activities to nowcast
initial jobless claims numbers using neural networks. In addition, this paper tests different
feature extraction strategies, offering future researchers recommendations regarding what
to focus on when conducting keyword selection to avoid common pitfalls. The findings of
this study can help central banks and other government institutions expand their variable
horizons to achieve better forecast accuracy. The analysis period also covers the COVID-
19 timeline.

The paper is divided into four parts. In Section 2, previous authors’ experience,
keyword selections, and the findings of Google Trends data are reviewed. Additionally,
we touch upon novel keyword opportunities that can be mined. Sections 3 and 4 cover
data selection, pre-analysis, and the LSTM model architecture. Section 5 then presents
the variable co-movement intricacies and Google Trends data modeling results, while
Section 6 summarizes the findings. Finally, Section 7 suggests future research directions
and discusses the limitations of the study.
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2. Background
2.1. Forecasting Unemployment Using Google Trends

One of the first papers that considered Google Trends for unemployment nowcast-
ing was written by Choi and Varian (2009a). The authors attempted to nowcast initial
jobless claims for unemployment benefits by using the keywords “Jobs” and “Welfare &
Unemployment”. The results revealed that the out-of-sample mean absolute error was
reduced by 15.74 and 12.90% for the long- and short-term models, respectively. In the
same year, followed papers by D’Amuri (2009) and Askitas and Zimmermann (2009). The
work of D’Amuri (2009) limited itself to only one keyword “jobs” whereas Askitas and
Zimmermann (2009) used four different categories of keywords: “unemployment office or
agency”, “unemployment rate”, “Personnel Consultant”, and keywords that relate to the
most popular job search engines in Germany. Both authors concluded that Google Trends
helped improve forecasting errors.

As depicted in Table 1, Chadwick and Sengul (2012) nowcasted Türkiye’s unemploy-
ment rate using keywords that related to “looking for a job”, “job announcements”, “CV”,
and “career” and provided supportive evidence for using Google Trends. Fondeur and
Karamé (2013) achieved success in forecasting French youth unemployment with only one
keyword “job”. The RMSE was improved on average by 13.6%. Several recent papers are
still using a limited range of keywords. For instance, Aaronson et al. (2022), Maas (2019),
and Larson and Sinclair (2021) employed a single search term (“unemployment”), D’Amuri
and Marcucci (2017) used “jobs”, whereas Simionescu (2020), Simionescua and Cifuentes-
Faura (2021) used two terms “unemployment” and “job offers”. Despite the use of single
or double keywords, Google Trends improved accuracy.

Table 1. A summary of Google keywords used for unemployment forecasts by previous authors.

Authors Keywords Used

Choi and Varian (2009a) “Jobs”, “Welfare & Unemployment”

D’Amuri (2009); Maas (2019); Larson and Sinclair (2021) “jobs”

Askitas and Zimmermann (2009)
“unemployment office or agency”, “unemployment rate”,

“Personnel Consultant”, and keywords that relate to the most
popular job search engines in Germany.

Chadwick and Sengul (2012) looking for a job”, “job announcements”, “CV”, and “career”

Fondeur and Karamé (2013) “job”.

Simionescu (2020); Simionescua and Cifuentes-Faura (2021) “unemployment” and “job offers”.

Pavlicek and Kristoufek (2015) “work” or “jobs”

Nagao et al. (2019) jobs” and “job offer”.

Barreira et al. (2013) “unemployment” and “unemployment benefits”

Schiavoni et al. (2021) 85 keywords that strongly relate to the job process (e.g., CV,
cover letter, job vacancies).

Yi et al. (2021) 25 work or job-related keywords

Caperna et al. (2020) Many work related keywords.

On the other hand, some researchers claim to have achieved mixed results. Pavlicek
and Kristoufek (2015) used the keywords “work” or “jobs” for Visegrad countries in multi-
ple languages. The authors concluded that for Hungary and Slovakia, user search trails
can be integrated easily; however, for Poland and Slovakia, the results were not consistent.
Similar findings were achieved by Nagao et al. (2019), who limited themselves to only two
terms: “jobs” and “job offer”. The authors found no consistency regarding improved accu-
racy, particularly when considering the long-term nowcasts, whereas Barreira et al. (2013),
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using “unemployment” and “unemployment benefits”, found an improvement in three
out of the four countries analyzed.

Unfortunately, few studies have attempted to incorporate a higher query volume.
Among these papers is one by Schiavoni et al. (2021), who studied the Netherlands’ job
market. The authors included 85 keyword search terms but limited the query to words that
strongly relate to the job process (e.g., CV, cover letter, job vacancies). A slightly different
approach was adopted by Caperna et al. (2020) and Yi et al. (2021), who suggested not only
examining the “unemployment” keyword but also checking the most-searched terms and,
when filtering them, determining which related to work and jobs. Yi et al. (2021) obtained
25 keywords for the USA region and successfully integrated them into the forecasting
model. In the case of Caperna et al. (2020), the search term queries were extremely varied;
for example, for Estonia, 3 keywords were chosen and 178 for Italy, whereas for some
countries, such as Luxemburg or Malta, none were found. The results of Google Trends
benefits for Caperna et al. (2020) also varied, and further methods were required to find
significant relationships.

Overall, the previous research suggests that authors tended to use one or several
keywords to evaluate the forecasting benefits of the GTI index, with few exceptions. The
keyword domain was mostly limited to job market processes, and success demonstrated a
degree of variability that depended on factors such as the location, region, chosen keywords,
and time horizon.

2.2. Additional Keyword Opportunities

The analysis of the existing studies reveals that the authors limited themselves to
one or two basic keywords, and the expansion of keywords was highly constrained to the
job application procedure. This approach led some researchers to conclude that Google
Trends offered no additional benefit to nowcasting models or that trends are inconsistent
over longer periods. However, the pitfalls or further improvement of the models could
be partially attributed to Google Trends keyword mining process. By only considering
one keyword for forecasting, the authors cast aside the big picture and the nuances of
behavioral economics that are profoundly related to unemployment numbers. For instance,
Liu et al. (2021) and Wanberg et al. (2019) found strong links between unemployment and
mental health. In times of downturn, the fear of job loss can trigger mental distress, partic-
ularly when loss of employment benefits is taken into account. The study by Breuer (2015)
argued that unemployment increases the risk of suicide, while Butterworth et al. (2012)
found that poor mental health leads to a longer duration of unemployment for both men
and women. Furthermore, studies by Sotis (2021) and Askitas (2015) found that when
labor market conditions deteriorate, searches for health symptoms proliferate; therefore,
a dimension of mental health keywords (MHKs) could provide substantial benefits to
model precision. Unfortunately, to our knowledge, no study is available for nowcasting
unemployment that includes MHKs.

Furthermore, a contentious issue among labor economists has been to analyze the
trade-offs between leisure and labor. More importantly, Havitz et al. (2004) and Goodman
et al. (2016) claim that unemployed people spend more time in leisure to mitigate the
stress of joblessness. In the Internet age, leisure time is frequently spent consuming free
entertainment, such as YouTube, online video games, and downloading movie torrents via
sites such as “The Pirate Bay” (Lehdonvirta 2013). A highly regarded study in this area
was undertaken by Dilmaghani (2019) that included torrent websites as a proxy for leisure
activities and managed to nowcast unemployment numbers more accurately. However,
leisure-related keywords still have more to offer. For instance, Frangos et al. (2011) dis-
covered that people involved in unemployment programs were more likely to develop a
problematic pornography habit. This is because, according to Uzieblo and Prescott (2020),
pornography may act as a stress reliever in times of high anxiety. Similarly, some kind of
association between unemployment and gambling persists. Khanthavit (2021) found that
unemployment and gambling have a circular relationship, while Pallesen et al. (2021) and
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Mallorquí-Bagué et al. (2017) determined that internet gaming disorder was more promi-
nent among single unemployed persons. Thus, an increase in online gaming, gambling
platforms, and sites, such as “OnlyFans”, search activity could help to improve Google
Trends mining process.

Another negative behavior associated with unemployment is domestic abuse
(Anderberg et al. 2016; Bhalotra et al. 2021). According to Anderberg et al. (2016), women
who are at risk of job loss become more economically reliant on their partners. This reliance
can then lead male partners who have a predisposition to violence to reveal their abusive
tendencies. Thus, high female unemployment leads to an elevated risk of intimate partner
violence. As a way out, people may use Google searches to find public shelter. A study
by Berniell and Facchini (2021) reported a high Google search intensity in 11 countries for
keywords such as “domestic abuse” or “domestic violence hotline” during the COVID-19
lockdowns. The strong correlation between unemployment and domestic abuse might also
assist nowcasting.

Many other important keywords should also be incorporated into the nowcasting
model. Some of these include “gig economy”, “recipes”, “hobbies”, “Netflix”, “payday
loans”, lottery tickets”, “alcohol”, “layoffs”, “auto insurance”, “hardship letter”, or words
related to comfort food (Dávalos et al. 2011; Askitas 2015; Agarwal et al. 2016; Chadi and
Hetschko 2017; Huang et al. 2018; Gabrielyan and Just 2020; McKinsey & Company 2020;
Gamze and Aydan 2021). However, due to word limitations, this study will only provide
references to how particular words might be related to unemployment.

2.3. Nowcasting and Machine Learning

Previous studies used a wide range of methods to nowcast unemployment numbers.
Mulero and García-Hiernaux (2021), Larson and Sinclair (2021), Simionescu (2020), Caperna
et al. (2020), Nagao et al. (2019), Dilmaghani (2019), D’Amuri and Marcucci (2017), Pavlicek
and Kristoufek (2015), Chadwick and Sengul (2012) and Choi and Varian (2009a) used some
form of autoregressive models. Yi et al. (2021) suggested a PRISM approach, and Schiavoni
et al. (2021) incorporated a well-known model of DFM, whereas Maas (2019) attempted
the MIDAS model. Although each model has its own strengths and weaknesses, the recent
developments in neural networks deserve deeper exploration. As stated by Brownlee (2018)
and Bruneckiene et al. (2021), neural networks may provide a solution for capturing the non-
linear patterns in the data that can be difficult to detect using conventional econometrical
methods as well as offering the ability to use a higher volume of data. Unfortunately,
few studies have attempted to forecast unemployment numbers using Google Trends in
conjunction with LSTMs. Fenga and Son-Turan (2022) used a feed-forward neural network
for counterfactual predictions, whereas Singhania and Kundu (2020) deployed the LSTM
model for monthly data. According to Singhania and Kundu (2020), the authors attempted,
at first, to use the VAR model but were soon faced with a major drawback as the VAR model
can only be used to capture the relationship between search trends of a limited number of
keywords due to growth in the complexity and parameters. As such, the authors attempted
to use LSTMs as an alternative. In the end, the LSTMs significantly outperformed the VAR
model but were not used for nowcasting. The latter results could be a good indication to
use the LSTM model in this paper as it can help to deal with a large number of keywords
in an efficient manner.

3. Data

Google Trends data do not provide a sheer volume of searches. Rather, they adapt a
specific calculation methodology that, according to Mulero and García-Hiernaux (2021),
can be expressed mathematically as:

RP(q,l,t) =
n(q, l, t)

∑q∈Q(l,t) n(q, l, t)
×Π(n(q,l,t)>τ) (1)
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where RP is relative popularity; n(q,l,t) is the number of searches for specific word q, in
the location l during period t; Q(l,t) is the number of queries made from l during time
t; and Π(n(q,l,t)>τ) is made as a dummy variable, which takes the value 1 if the query is
sufficiently popular (more precisely, if the absolute value of the query made n(q,l,t) exceeds
τ, otherwise the value is zero). The obtained number is then scaled in a range of 0 to 100
according to the proportion of a topic with respect to the total number of all search topics.
Thus, the final Google Trends index is calculated as follows:

IGT(q,l,t) =
RP(q, l, t)

max
{

RP
(

q, l, t)t∈1,2,...,T

} × 100 (2)

where T is the last value of t.
To enhance Google Trends mining process, a total of 222 keywords were carefully

selected and classified into six keyword dimensions (see Figure 1):

(a) Job search, benefits, and application (JSBA);
(b) Mental health (MHK);
(c) Violence and abuse (VA);
(d) Leisure search (LA);
(e) Consumption and lifestyle (CL);
(f) Disasters, war, and viruses (DWV)

The latter dimensions were developed in conjunction with the previous literature
analysis findings, as well as with an effort to incorporate other unexplored territories that
could assist the nowcasting model. The chosen variables constitute human behavior that
relates to unemployment directly or indirectly and touches upon many new unexplored
territories. The largest dimension with 97 keywords is the lifestyle section, which heavily
focuses on luxury queries, such as yachts for sales, cosmetic and plastic surgery, lavish
bags, wedding products, service activities, real estate searches, lottery tickets, payday loans,
or other housing servicing amenities. Due to job losses and a shortage of cash, people
may need to downgrade their lifestyle; hence, specific trends may be captured with the
latter keywords (Reyneke et al. 2012; Chiaroni and Kaplan 2016). At the same time, to cope
with unemployment effects, women might begin to use their bodies for economic gain
(i.e., prostitution, escort services, and sugar baby dating), and these queries have also been
included (Palomeque Recio 2021).

Mental health was the second-largest dimension, with 50 keywords that followed
the recommendations of the literature findings in Section 2. Some popular medication
brands were also included because many people search for the side effects of each medicine.
The job search dimension contained 35 keywords. As in previous studies, job dimensions
enveloped the job application process, the most popular employment websites, unem-
ployment benefits, and general job-related queries. Meanwhile, the leisure dimension
contained 25 keywords. In contrast to other authors who included only torrent services,
pornographic consumption proxied by the most popular porn websites search, gambling
websites, gaming platforms, and game titles were composed. As stated in the literature
analysis, leisure activities could become a stress-coping mechanism for the unemployed
(Pallesen et al. 2021; Dilmaghani 2019; Mallorquí-Bagué et al. 2017; Frangos et al. 2011).
Lastly, abuse and turning point dimensions included 10 and 5 keywords, respectively.
The abuse simply captured the most used keywords in the Google platform at the time
of domestic situations, whereas turning points signal major catastrophic events, such as
viral pandemics. Many of these dimensions have yet to be explored by other researchers;
therefore, this research could become a reference point for future papers.

After selecting the set of keywords, a Python script was created to retrieve the data
from the Google Trends website. As our intention was to nowcast unemployment, the
longest weekly time series available was chosen, limiting the dataset to March 2017–March
2022. Before downloading, each keyword was inspected to eliminate time series that had
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only zero values. Hence, the majority of keywords retrieved had values bigger than zero,
meaning that the targeted keywords were relatively popular among Americans.
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Figure 1. Multiple keyword dimensions of Google Trends.

Furthermore, the leading indicator of initial jobless claims (ICs) for the USA was
retrieved from the FRED website, which is released by the Bureau of Labor Statistics. The
IC indicator is released on a weekly basis every Thursday (D’Amuri and Marcucci 2017).
Due to the extremely large number of variables, the descriptive statistics for all the variables
are provided as supplementary material.
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4. Methodology
4.1. Feature Selection and Dimension Reduction

Variables were tested for stationarity using the augmented Dickey–Fuller test and
were differenced as follows:

Y′t = Yt − Yt−1 (3)

where Y′t is the differenced data, Yt is the data point at time t, and Yt−1 is the data point
in the previous period (Hyndman and Athanasopoulos 2018). For ADF results, please see
Supplementary Material Table S6.

Before becoming involved in machine learning, it was important to explore the dataset
because the insights along the way could guide the model creation process. As such, for
pre-analysis, the Pearson correlation coefficient was used with the following formula:

r =
Cov(x, yIC)

SICSx
(4)

where y, SIC is the sample standard deviation of USA initial claims, whereas x and Sx are
iterations of Google Trends index variables. Analysis of correlation would allow us to
understand which variables had the largest co-movements in the analyzed period.

To avoid the common pitfalls1 associated with Pearson’s correlation coefficient, the
maximal information coefficient (MIC) was incorporated, which has the following formula:

MIC(x, y) = max
{

I(x, y)/log2min
{

nxny
}}

(5)

where I is mutual information, and nx ny are bins. In other words, MIC is the mutual
information among the random variables X and Y normalized by their minimum joint
entropy. The advantages of using MIC are the following: it can capture a wide range
of linear as well as non-linear relationships, it does not make assumptions about the
distribution of variables, and it is robust to outliers. However, because the coefficient
values range from 0 to 1 (zero corresponding to no relationship and 1 highly correlated),
the MIC does not provide directional information between two variables (Reshef et al. 2011;
Kinney and Atwal 2014).

Furthermore, as a mathematical rule, models cannot handle more variables than there
are data points. Thus, feature selection or dimension reduction techniques must take place.
Features can be chosen according to the highest correlation coefficients or by optimizing
their predictive accuracy, but an alternative approach is to reduce dimensions of the data
while minimizing the information loss. One way to achieve this aim is to deploy principal
component analysis (PCA). The main focus of PCA involves finding the eigenvectors and
eigenvalues of the covariance matrix from the demeaned original data:

AX = λX (6)

where A is the covariance matrix, X is the eigenvector, and λ is the eigenvalue. After
that, eigenvectors are selected according to the highest eigenvalues because this strategy
captures the most variance, and the original data are multiplied by the eigenvector. The first
principal component captures the largest variance in a particular direction; similarly, the
second principle component delivers the second-highest variance in a specific direction as
well as being uncorrelated with the first principal component. Readers who are unfamiliar
with PCA can refer to Jolliffe (2002) or Chadwick and Sengul (2012).

4.2. The Nowcasting Model

Nowcasting models differ from ordinary forecasting because rather than attempting
to predict the future, they endeavor to predict the present. Thus, variable timestamps play
an important role (Choi and Varian 2009a). As shown in Figure 2, the setup essentially
considers finding Google Trends timestamps that come with “ex-ante” IC claims release.
The weekly data of Google Trends indexes (GTI) come six days before the initial claims;
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thus, the start of the period analyses begins with week 1, where GTI starts on 2017/03/19,
whereas IC claims begin on 2017/03/25. This specification is followed consecutively until
the end.
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With regard to the modeling approach, the DFM model has been extensively used in
many research papers. However, the UN researcher Hopp (2021), who compared the DFM
to the LSTM in GDP forecasting situations, found that speed- and accuracy-wise, the latter
delivered better nowcasting results; thus, it was decided to explore the LSTM architecture
in this paper.

The LSTM model was first introduced by Schmidhuber and Hochreiter (1997) and
comes from a family of recurrent neural networks (RNNs). The following formulas describe
the inner workings in detail:

ft = σg(Wf × xt + Uf × ht−1 + bf) (7)

it = σg(Wi × xt + Uf × ht−1 + bi) (8)

ot = σg(Wo × xt + Uo × ht−1 + bo) (9)

ćt = σc(Wc × xt + Uc × ht−1 + bc) (10)

ct = ft·ct−1 + it·ćt (11)

ht = ot·σc(ct) (12)

σg =
1

1 + e−x (13)

σc =
ex − e−x

ex + e−x (14)

where ft denotes the forget gate, it is the input gate, ot denotes the output gate, ct is the cell
state, ht is the hidden cell state, σg is the sigmoid activation function, and σc is the tanh
activation function, while W and U are weights. In essence, when the input data are fed into
the LSTM model, the input gate determines which information from the input sequence
should be stored in the memory cell. This is undertaken by multiplying the input vector
by Wf and adding it to weighted hidden state plus the bias. The forget gate decides which
information in the memory cell should be kept or discarded, based on the current input and
the previous memory state. It also has its own weights and multiplication procedure and
outputs a value between 0 and 1 which, when multiplied, will determine which information
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to forget. The output gate with a similar weighted multiplication procedure determines
which information should be output from the current memory state. The LSTM model
also has a mechanism called “cell state”, which allows it to retain long-term dependencies
in the input sequence. This is achieved by selectively updating the memory cell through
a combination of the input, forget, and output gates. The cell state can be thought of as
the long-term memory of the LSTM model. It is important to note that · in Equations (11)
and (12) denotes the Hadamard product so the hidden cell ht and cell state ct is achieved
by conducting the Hadamard product between input, forget, output and cell state values
(Singhania and Kundu 2020). For a better visual representation, please consult Figure 3.
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The LSTM models can also be multi-layered meaning that the same procedure that is
depicted in Figure 3 is undertaken multiple times and multiple cell and hidden cell states
are calculated. In this paper’s case, it was decided to construct two LSTM variations: the
vanilla LSTM and encoder–decoder LSTM model (both of which are depicted in Figure 4).
The vanilla LSTM has only one layer of LSTM followed by a dense layer. The dense layer
is a fully connected layer that maps the output of LSTM to the desired shape and can be
described using the following formula:

y = Wx + b (15)

where y is the output, W are the weights for the dense layer, x is the input coming from the
previous layer, and b is the bias.
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The vanilla LSTM model does a good job of capturing time-series dynamics; however,
a recent paper by Laptev et al. (2017) introduced an auto-encoder layering for extreme
event forecasting on Uber data. As our timeframe included turbulence due to pandemic,
it was decided to adopt a similar approach with specific modifications where different
LSTM layers were used to encode and decode data, which helps to accommodate outlier
effects. Some differences in the encoder–decoder model depicted in Figure 4 are that it
uses three LSTM layers, where the first layer has 50 units (dimensionality of the output
space), whereas the second LSTM layer has 8 units and last LSTM layer has 50 units again.
This was undertaken so that the neural network would recreate the most important parts
of the time series avoiding noise. The drop layer stands for a dropout layer, which is a
regularization technique in neural networks that randomly drops out (or “turns off”) a
fraction of the neurons in the layer during training. This helps to prevent overfitting. Lastly,
the time-distributed layer applies a layer to every timestep of a sequence independently as
if it was processing a single input at a time.

With regard to variable specification, the following models were constructed:

ICt = F(IC t−1
)

(16)

ICt = F
(
ICt−1; GTIt,Unemp,TF

)
(17a)

ICt = F(ICt−1; GTIt,v_iter,TF) (17b)

ICt = F(IC t−1; GTIt,iter,TF =


xt,unemployment,TF

xt,v_iter,TF
:
:

xt,v_iter, TF

) (18a)

ICt = F(IC t−1; GTIt,iter,TF =


xt,v_iter,TF
xt,v_iter,TF

:
:

xt,v_iter, TF

) (18b)

ICt = F(ICt−1; GTIt,JSBA,TF) (19)

ICt = F(IC t−1; X =


X_PCAt,first,JSBA,TF
X_PCAt,first,MHK,TF

:
:
x

) (20)

ICt = F(IC t−1; X =


X_PCAt,first,JSBA_SUBS,TF
X_PCAt,first,MHK_SUBS,TF

:
:
x

) (21)

where F is a function that maps inputs to outputs (in this paper’s case, the different
LSTM models); t symbolizes timesteps; TF denotes timeframes; iter refers to the opti-
mization algorithm, where v_iter (variable iteration) is replaced in search of a better one;
X_PCAfirst denotes the first principal component that had the largest eigenvalue, whereas
X_PCAJSBA_SUBS refers to the 27 sub-dimensions of each category as depicted in Figure 1;
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JSBA and MHK stand for the 5 root dimensions described in Section 3, and ICt is the
dependent variable.

The logic behind the variable specification is as follows: Equation (16) creates a
persistence model, which is the benchmark that must be beaten. It is one of the simplest
models and attempts to predict the next timestep value only by considering the lagged
value of the dependent variable. Afterward, because many authors achieved success by
only using the “unemployment” keyword, Equation (17a) attempts to replicate previous
success stories with the latter keyword (Maas 2019; Larson and Sinclair 2021). However,
a question lingers regarding whether the “Unemployment” term is the best keyword to
continue building the model forward; thus, in Equation (17b), it was decided to construct an
optimization algorithm that iterates through each keyword and all timeframes and retrieves
the best RMSE2 score. Model (18a) optimizes forward on the pre-specified “Unemployment”
keyword in model (17a), whereas model (18b) optimizes forward on model (17b) keyword.
Finally, Equations (19)–(21) attempt to extract the most important variance using PCA
dimension reduction techniques. This reduction is undertaken to the JSBA, the 6 major GTI
dimensions, and additionally to 27 sub-dimensions to avoid the dimensionality reduction
side effects, such as reducing and eliminating excessive information from the data, thus
losing granularity. If adding GTI variables does not improve the final prediction score, the
GTI index does not then carry valuable information for the prediction process (D’Amuri
and Marcucci 2017; Chadwick and Sengul 2012; Mulero and García-Hiernaux 2021).

All variables prior to modeling were scaled to the range of (−1, 1) using the scikit-learn
min–max scaler library:

z(x) =
2× (x−min(x))

(max(x)−min(x))− 1
(22)

where x is the original value, min(x) is the minimum value of x in the dataset, and max(x)
is the maximum value of x in the dataset.

Lastly, the model timeframes were divided into three categories: full, pre-pandemic,
and pandemic timeframes.3 This division was carried out intentionally to test how each
feature variables and models perform under economic growth and volatile conditions and
was tested on all model and variable specifications. The model prediction performance was
for 20 timesteps of the test data, and these steps were split from the original dataset. For
model implementation, we used the Python Keras framework.

5. Empirical Results

The initial screening of the variables in the pre-analysis immediately revealed a chal-
lenging modeling problem. After differencing the IC variable in the pre-pandemic time-
frame, the time series was mostly stationary. However, on 21 March 2020, due to COVID-19,
the surge in jobless claims quickly went from an average of 225,000 to approximately 6
million and then swiftly returned to its original 248,000 average (see Figure 5, sides A and
B). Hence, the pandemic timeframe is an outlier, or the so-called extreme event forecasting
problem, which is similar to something that Laptev et al. (2017) encountered in their UBER
data during the holiday surge.

Similarly, particular search queries, such as “Unemployment”, “Online poker”, “On-
line casino”, “Severance Pay”, “Layoff Law”, and “To Apply For Benefit”, exhibited low or
stable search volumes (“Unemployment”, “Online poker”, and “Online casino” had a mean
of 4–8 index points in the pre-pandemic period) and when dramatically rushed alongside
the IC variable during the pandemic timeframe, neared the ceiling of 100 index points, as
shown in Figure 5, side C. One must point out a rather important observation that the surge
in terms such as “Unemployment” and “Severance Pay” occurred prior to the IC variable
surge. Similarly, virus-related search terms were found to surge before hospital-registered
virus outbreaks (Ginsberg et al. 2009). Hence, this situation can be a powerful predictor for
the nowcasting model.
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Figure 5. Side (A,B) depicts the pre-pandemic timeframe of differenced time series for the IC, “Porn-
Hub”, and” Unemployment” variables. Side (C) depicts the pandemic timeframe, with differenced
time series of IC, “Ps4”, “Severance Pay”, and “Unemployment”. Note: due to the large number
of keywords, only a few have been depicted; for more detailed information about all variables, see
Supplementary Material 1 and 2 as well as Figure 6.

Meanwhile, addictive behavior searches, which include terms such as “Online Casi-
nos”, “Online Poker”, and “PornHub” and searches related to specific stress symptoms,
such as “Panic Attack” and “Distress”, also increased prior to the jobless claims surge.
Again, this result could indicate stress mitigation activity or stress-induced symptoms,
whereby an employee already anticipates an upcoming lay-off and searches for ways to
overcome difficult times. Searches for specific medications, such as “Lisinopril”, were
found to increase weeks or, in the case of “Alprazolam”, months before.

By the same token, an inverse surge relationship was detected among variables such
as “Cinema”, “Theatre”, “Dentist”, “Nail Spa”, “Cheap Flights”, and “Spa Services” in
the pre-pandemic period, with an average of 50–74, which rapidly decreased to near 0–8
and bounced back to their normal position (for more variable inverse surges, please refer
to Figure 6, where a negative correlation is depicted). Perhaps such behavior originated
from the COVID-19 lockdowns, which forbade people to participate in leisure activities
and, as a consequence, search queries for tickets or other events decreased. Similarly, for
the “Unemployment” keyword, many of the inverse surge variables were reduced prior to
the job claims surge.

Somewhat analogous dynamics were also detected using the Pearson and MIC coeffi-
cients, which were calculated for all three timeframes and are depicted in Figure 6. First, by
analyzing the pre-pandemic period, one can immediately observe that out of 222 keywords,
only 10 achieved a Pearson correlation coefficient higher than |0.2| and only 23 for MIC,
representing only 4 and 10 percent, respectively. However, of the latter keywords, none
surpassed the |0.3| Pearson or MIC mark, meaning that the co-movement was negligible at
best. It seems that during the stable economic growth periods with unemployment close to
the natural unemployment rate, the keywords become heterogeneous in their movements
from the IC numbers. Even though most of the search queries were relatively active, with
the mean concentrating at around 50 index points, it is probable that the searches were not
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solely motivated by attempts to find jobs, and people’s change of professions did not result
in widespread stress. The situation was found to be similar for the full timeframe, where
only 12 for Pearson and 7 for MIC bypassed the |0.2| mark but remained well below the
|0.3| mark.
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Nonetheless, correlations drastically change if one considers only the pandemic time-
frame. As shown in Figure 6, the number of Pearson coefficients that were greater than
|0.56| increased to 45 and 18 for MIC. Specific variables, such as “Severance Pay”, “Online
Poker”, and “Unemployment”, even reached a Pearson correlation of approximately 0.8,
suggesting a strong relationship that coincides with the surge behavior analyzed in the
previous paragraphs. Some interesting discrepancies were also observed when comparing
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Pearson with MIC coefficients. For instance, in the full-time frame analysis, the unemploy-
ment Pearson coefficient, as depicted in Supplementary Material in Table S7, showed a high
correlation, while MIC was rather small. For further analysis, we depicted scatter plots in
Supplementary Material to see why that might be the case. For the unemployment keyword
case, several outliers were recorded, which could have contributed to the MIC becoming
small. Furthermore, certain variables in the pandemic timeframe had a small Pearson
coefficient, but their MIC values increased significantly, e.g., in the “Epidemic” keyword
case, the Pearson coefficient was recorded at −0.28, while MIC increased to 0.69. When
examining the scatter plot in Supplementary Material in Figure S1, part B, it would seem
that large fluctuations could have significantly contributed to such MCI results, although
visually the pattern is not clear.

Despite the increase in co-movement, one must be careful when interpreting these
variables because many of them do not have a causal relationship but rather are likely to
have some sort of confounding factor that relates them to the IC variable or, in a worst-case
scenario, are merely a byproduct of randomness. For instance, high correlations with IC
and a rapid surge to ~90 index points among particular games, such as “Counter-strike”
or “Minecraft”, might have originated from young children staying at home during the
pandemic timeframe and from taking part in remote learning, although the number of
adults playing video games in recent decades has increased, and this is not an uncommon
leisure activity among the adult population; hence, this rise could also indicate a stress-
coping mechanism as well. Another issue with interpretation is that one must be careful
to avoid the trap of brand explosions (e.g., “OnlyFans”). Although the surge occurred
within a similar timeframe as IC, the “OnlyFans” keyword surge could be related more to
product popularity and extreme growth of a startup rather than unemployment numbers.
On the other hand, it could be considered a similar addictive coping mechanism. Contrary
to Dilmaghani (2019), the torrent website names in our paper showed little significance
in co-movement; however, the uTorrent keyword, which is software used to download
pirated files, demonstrated a high correlation.

Lastly, the modeling results are reported in Table 2 according to the outlined method-
ology. By looking at different time periods, it is immediately obvious that the COVID-19
pandemic caused some noise to appear in the model as the errors increased significantly
when comparing pre-pandemic with pandemic timeframes. The error increase can be
explained by severe shutdowns that required borders, shops, events, and factories to close,
and, as a consequence, the usual consumer activities were limited. The latter resulted in
massive layoffs between industries and a sudden decline in GDP growth. Therefore, the
performance of the model during the pandemic period should not be assessed solely based
on its parameters but should also be viewed in the context of the COVID-19 disruption.

Model 16, which reports the persistence model, is considered the benchmark model to
beat. The next-in-line model (17a) is used as a single GTI keyword “Unemployment”. As
one can see, the latter model had difficulty beating the persistence scores in the full and
pandemic timeframes and was off by 3.8 and 43 percent, respectively, although it offered
minuscule improvements for the pre-pandemic case of 0.4 percent in the case of the vanilla
LSTM model. As a counter to that, we attempted to find an alternative keyword before
proceeding with building model extensions using the optimization iteration procedure.
However, the challenge was to deal with the number of permutations (e.g., optimization
can be considered along with timeframes, different hyper-parameters or model layers, and
keyword combinations). Thus, for model (18a), one would have 3 × 10 × (222 keywords in
position one × 221 keywords in position two), amounting to 1,471,860 model routes just
for a two-GTI keyword model. Due to computational resource limitations and according to
the findings in the pre-analysis, we decided to optimize models (17b), (18a), and (18b) only,
according to vanilla LSTM layering and all timeframes.

Beginning with the optimization for the pandemic period, the optimized model (17b)
produced promising results with 14 variables, resulting in pandemic RMSE scores lower than
50,000. The terms were relatively dispersed and came from different dimensions. To name
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a few and their respective RMSE scores: “Gardener”—52,548, “Stress”—54,089, “Career
Builder”—53,681, “Best Sugar Daddy Websites”—54,781, “Nervous”—54,276, “Luxury
Yachts For Sale”—52,653, and “Rolex Watch”—46,531. Some of the terms come from the
JSBA dimension and affirm prior researchers’ term use as good starting points, but others
touched upon anxiety escort services, stress symptoms, or particular luxury brands (Fondeur
and Karamé 2013; Maas 2019; Larson and Sinclair 2021; D’Amuri and Marcucci 2017).

Furthermore, because the subsequent models (18a) and (18b) will be optimized by
holding the 17th model keyword variable fixed, we decided to ground the first keyword in
model (17b) in the JSBA dimension because this search query is more likely to be related
to jobless claims in its entirety than medications or stress symptoms. Hence, the “Career
Builder” term was selected as model (17b)’s first keyword and is reported in Table 2. From
this point forward, models (18a) and (18b) attempted to further reduce forecasting errors
for the pandemic timeframe. Through trial and error by including “Unemployment”,
“Home Refinance Rates”, and “Withdrawal From Friends” as keywords for model (18a)
and by including “Career Builder” and “Luxury Yachts For Sale” for model (18b) alongside
lagged IC for both models, the errors were reduced by 2.67 and 24.39% from the persistence
model for the pandemic period, respectively. Although further improvements could
have been achieved by extensive optimization, the initial results suggest that additional
keyword dimensions act as decent complementary variables for forecasting models and
that “unemployment” is not the optimal choice of keyword.

Table 2. RMSE test scores retrieved from different LSTM models for different optimization targets.

Vanilla LSTM

Optimized For Pandemic

TF Model 16 Model (17a) Model (17b) Model (18a) Model (18b) Model (19) Model (20) Model (21)
Full 38,577.35 40,065.89 37,825.99 59,880.21 42,081.86 50,979.00 99,616.56 196,009.32

Pre-p. 7548.92 7516.13 7562.90 7461.71 7705.44 8036.815 7837.147 159,54.240
Pand. 58,539.20 84,259.30 54,983.85 56,974.43 44,256.68 97,397.90 110,090.8 259,531.99

Optimized For Full

Full 34,539.50 36,792.24 28,842.48
Pre-p. 7780.78 7564.31 10,095.02
Pand. 64,079.87 140,741 117,158.69

Optimized For Pre-Pandemic

Full 130,737.6 36,706.20 42,986.68
Pre-p. 6768.696 6284.63 5456.54
Pand. 95,662.77 85,302.66 142,165.29

Encoder–Decoder Style LSTM Layering

Variables Used For Pandemic

Full 28,173.06 28,179.74 28,149.95 28,168.96 28,118.63 28,202.63 28,202.41 28,203.59
Pre-p. 7830.775 7828.18 7831.052 7830.53 7831.084 7830.88 7831.01 7830.82
Pand. 52,079.45 51,476.21 52,095.41 51,239.92 51,217.42 52,100.72 52,084.75 52,107.12

Variables Used For Full

Full 28,158.31 28,202.03 28,126.43
Pre-p. 7830.871 7830.54 7831.04
Pand. 52,299.02 51,613.26 51,774.72

Variables Used For Pre-Pandemic

Full 28,154.71 28,174.80 28,114.49
Pre-p. 7830.25 7830.618 7829.38
Pand. 50,987.53 51,801.75 51,911.86

Note: The numbers near the model names represent formulas that were presented in Section 4, and optimized
numbers are bolded. The following GTI keywords are used alongside the lagged IC variable: model (17a)—
“Unemployment”, for pandemic optimization; model (17b)—“Career Builder”; model (18a)—“Unemployment”,
“Home Refinance Rates”, “Withdrawal From Friends”; model (18b)—“Career Builder”, “Luxury Yachts For Sale”;
optimized for full period model (17b)—“Glassdoor”; model (18a)—“Chronic Pain”, “Layoff Law”, “Unemploy-
ment”; model (18b)—“Glassdoor”, “Epidemic”, “Plastic surgery near me”; optimization for the pre-pandemic
period model (17b)—“Assistance”; model (18a)—“Assistance”, “Plastic Surgery Cost”, “Unemployment”; model
(18b)—“Assistance”, “Anxiety”, “Employment Office”. Due to time-consuming optimizations, the same specifica-
tion of variables of LSTM layering was used for the encoder–decoder model.
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In a similar manner, optimizations took place for the full and pre-pandemic time-
frames. For the full timeframe, model (17b) iteration resulted in 11 keywords with an
RMSE score lower than 36,000 (e.g., “Insomnia”, “Glassdoor”, “Epidemic”, “Domestic Vio-
lence”, “LinkedIn”, “Gig Economy”). For the pre-pandemic period, 15 variables resulted
in scores lower than 7400 (e.g., “Plastic Surgery Cost”, “Home Refinance Rates”, “Layoff
Law”, “Excessive Anger”, “Ramipril”, “Assistance”). Both latter scores represented an
improvement on the persistence model for the respective timeframes and offered choices of
keywords from multi-dimensions. To ground the first variables close to the JSBA dimen-
sion, “Glassdoor” and “Assistance” were selected for full and pre-pandemic timeframes.
Extending model (18a) optimized for the full timeframe using the keywords “Chronic
Pain” and “Layoff Law” helped further improve the accuracy by 4.62 percent from the
persistence model, whereas extending the pre-pandemic model (18a) with the “Assistance”
and “Plastic Surgery Cost” keywords led to a 16.7 percent improvement. Analogously,
extending the full timeframe model (18b) with “Epidemic” and “Plastic surgery near me”
improved forecasting errors by 25.23 percent, whereas using the pre-pandemic model (18b)
extension with “Anxiety” and “Employment Office” resulted in an improvement of 27.7
percent over the persistence model. However, the improvements in forecasting errors came
at a cost of other periods, which ultimately worsened predictions. Some consistencies to be
mentioned are that although the dimensions and keywords varied, the JSBA dimension was
always available to improve the prediction errors, although the predictive power differed
across timeframes.

Furthermore, because the choice of variables fluctuated, an attempt was made to use
PCA to reduce the dimensions. Hence, rather than dealing with long optimization processes
for individual keywords, we incorporated all the dimensions at once. Unfortunately,
whether considering the six major dimensions or their sub-dimensions, the scores were
considerably worse. Even when considering the JSBA dimension on its own—something
that authors such as Schiavoni et al. (2021), Yi et al. (2021), and Caperna et al. (2020) limited
themselves to—the model was the best out of three PCA specifications but still worse
by 32.14, 6.46, and 66.38 percent for the full, pre-pandemic, and pandemic timeframes
compared with the persistence model.

The same keyword models were deployed with encoder–decoder layers that attempted
to deal with extreme event situations more efficiently, although they were not optimized
according to model layers due to computational limitations. The results were more conser-
vative and did not surpass the optimized vanilla models regarding accuracy; this result
originated as a consequence of dealing with outliers, although specific improvements can
be seen in models (18a) and (18b) for the full timeframe compared with the persistence
encoder–decoder model. It is most likely that individual optimizations for encoder–decoder
models could have benefited the models more; however, out of the box, they were more
resilient, particularly when considering the PCA models.

With regard to authors such as Pavlicek and Kristoufek (2015), Nagao et al. (2019),
and Barreira et al. (2013), all of whom achieved mixed results using GTI, the empirical
results of this paper support the latter authors’ claims. The use of GTI is not as straightfor-
ward because the GTI keyword relationship is dynamic with the jobless claims indicator.
This dynamism may be one of the reasons why long-term forecasting was found to be
ineffective by some researchers, especially if it was considered during economic growth
periods. An analogous situation was encountered by Caperna et al. (2020) in which specific
Google keyword topics showed no significance in forecasting; thus, the careful selection of
keywords was necessary.

6. Conclusions

This study proposed the need to expand the GTI keyword search queries to multiple
dimensions in order to predict the number of initial jobless claims in the USA. During the
literature analysis, it was found that many research papers limit themselves to only a few
keywords that relate to the job market, mostly “Unemployment”, “Jobs”, and “Job offer”,
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thus excluding many other keyword opportunities, which could enhance the forecasting
models and help government bodies to be better prepared and take appropriate action
before the crisis snowballs. As such, it was decided that it was necessary to create six
GTI dimensions with 222 keywords in total that better encompass human behavior from
different perspectives. For the purpose of prediction, the recurrent neural networks (LSTM)
with different layers were tested with multiple variable specifications that were optimized
using the variable MSE scores or chosen according to other authors’ experiences.

The empirical results suggest that Google Trends keywords do carry predictive power.
Consistent with previous studies, work-related keywords such as “unemployment”,

“career builder”, and others have contributed significantly to many model specifications.
The findings also suggest that the consumption lifestyle dimension searches, e.g., “luxury
yacht for sale” or “plastic surgery cost”, were important variables in increasing prediction
accuracy, confirming previous authors’ findings that there is a shift in how people spend
their time and money. Models were also significantly improved with mental health key-
words such as “anxiety” and ”Withdrawal From Friends” affirming a strong link between
unemployment and mental health issues and validating the findings of other authors.
Although not all model parameters were tested, the violence, abuse, and gambling dimen-
sions were not the first model choices for accuracy improvement, although, in certain cases,
strong correlations were detected.

However, the difficulty is in determining whether the intentions behind the keyword
search query are related to job market processes, as opposed to when the search queries
just coincidently match. Furthermore, during economic growth periods, searches for
medications or particular game brands might not necessarily be related to being laid
off from work but can have other purposes, and, as a consequence, they showed little
to no correlation in the pre-pandemic timeframe. On the other hand, during economic
downturns, the stress searches might be induced by being laid off or anticipating being
fired from work, and, therefore, they begin to correlate and co-move. By considering
different optimization pathways and model layers, we were able to reduce the RMSE
errors by 16.7, 25.23, and 27.7% for the pandemic, full, and pre-pandemic timeframes
compared to the persistence model. Nonetheless, the error improvement possibilities were
not exhausted to their fullest due to computer resource limitations. It was also discovered
that the “unemployment” keyword was not among the best keywords to choose from for
increasing prediction accuracy.

7. Policy Recommendations

Five directions in policy-relevant unemployment forecasting work can be suggested.
First, as the world is becoming more abundant in data, government bodies, and commer-
cial and central banks should aim to explore alternative datasets that can help to further
increase accuracy in unemployment number predictions. Google keywords could be one
choice out of the many that could be used not only for unemployment but for GDP or
inflation forecasts as well. Second, for forecasting institutions, we recommend they craft
their own sets of important Google keywords that correlate with countries’ unemploy-
ment changes. However, as the literature analysis and empirical results indicate, there
is substantial evidence to go beyond typical keywords related to the job process, such as
“jobs” and “work” and to encompass mental health, violence and abuse, leisure search,
consumption and lifestyle, disasters, and war and virus related keywords. Third, the
constructed keyword datasets will be highly sensitive to timing. As our analysis indicates,
in stable economic conditions, the correlation of Google keywords with unemployment
significantly drops compared to economic recessions. Thus, if a policy decision is to tackle
both periods with the same set of keywords, a work-related dimension might produce the
most consistent results; however, this may be at the cost of accuracy. Thus, two sets of
datasets are encouraged: one with the work-related keywords only and the second that
includes other dimensions discussed in the methodology section. Fourth, as the number of
variables increases, more efficient modeling procedures will need to be adopted. We advise
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forecasting institutions to explore deep learning methods for forecasting related matters
as evidence shows tremendous potential at being more efficient than VAR or factor mod-
els. Lastly, there is also a trade-off between LSTM model specifications. A vanilla LSTM
model can be pushed further to provide better accuracy results as it has fewer constraints;
however, it is more sensitive to outliers compared to auto-encoders. Depending on the
aim, policy bodies need to be aware of whether accuracy or consistency is the aim and
choose accordingly.

8. Future Directions and Limitations

The major limitation of the proposed Google dimension expansion is the stability
and indication of keyword uses. As of now, it is difficult to consider one luxury brand
as indicative of an upcoming crisis because, in the next ten years, the brand might lose
its client base or popularity, and, therefore, the keyword may no longer be indicative.
Similar issues may arise with other queries (such as mental health medication from anxiety)
where the brand name might change under new management, thus making the keyword
obsolete. As a suitable approach for such situations, future researchers may be advised to
do the following:

(a) Consider gathering many keywords over multiple crises and extract the most indica-
tive keywords that are prevalent in all crises and all periods;

(b) Further explore keyword dimension reduction techniques to avoid omitting useful
keywords that might have a high prediction impact on one crisis but not the other.

Additionally, a method of quantifying the degree to which keyword intention relates to
job market searching could dramatically assist in understanding why many of the keywords
during periods of economic growth carried little to no information regarding the IC variable.
Perhaps case studies of individuals would help to understand the searching behavior of
an unemployed or soon-to-be unemployed person, thus helping to avoid coincidental
keyword matches with initial claims growth. Future studies could also attempt to include
other variables, such as inflation and business surveys, as well as analyze how Google
Trends queries in parallel with other economic variables can reduce error rates.

Furthermore, the PCA models delivered poor results; however, important limitations
need to be acknowledged. For instance, the PCA assumes a linear relationship, which may
be the source of PCA model inaccuracies. We encourage other authors to explore other
dimensionality techniques, such as isomap or t-distributed stochastic neighbor embedding
(t-SNE), that are more advanced and take into account non-linear relationships. The t-SNE
model, due to heavy-tailed t-distribution, is also less prone to outliers, which might be
another source of the significant drawbacks for the PCA model.

Lastly, because there are more than a million variables and parameter permutations,
future researchers who can access cloud computing could fully exhaust the potential for
error improvements. Future optimizations may further consider memory cell numbers,
different lags or layers, or even various neural nets that could be a combination of CNNs
(convolution neural networks) and LSTMs.
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Notes
1 According to Speed (2011) and Edelmann et al. (2020), the Pearson correlation coefficient suffers from the drawback of only being

able to identify the linear dependence while leaving non-linear patterns undetected (Speed 2011). Furthermore, Pearson requires
a roughly normal distribution with no extreme outliers. These serious limitations may miss the dynamism that could exist among
the dependent variable and Google Trends.

2 In this paper, the neural networks were compiled using the MSE loss functions. Thus, RMSE is a better-suited metric for accuracy
evaluation than MAPE or MAE. Furthermore, optimization was not possible using MAPE due to differencing the data, which
leads to infinite values because the original target values in certain cases come close to zero.

3 The full timeframe corresponds to the period of 2017/03/19 to 2021/01/16; the pre-pandemic timeframe corresponds to
2017/03/19 to 2020/02/01; and the pandemic timeframe corresponds to 2020/02/08 to 2021/01/16.
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