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TERMS AND ABBREVIATIONS

Term/Abbreviation Description

ADF Architecture Description Framework

AHP Analytic Hierarchy Process
Initial evaluation of the submitted SoS architecture solutions to

Base Check check whether architecture solutions meet key requirements and
to determine quality

CASE tool Computer-Aided Software Engineering tool

CBA Call Behavior Action

Cyber-physical system

System that is built and depend on the seamless integration of
computational algorithms and physical components

Comprehensive evaluation of plausible SoS solution

Deep Check architectures to choose the most preferred solution architecture,
which meets the major requirements and characteristics

DMM Domain Meta Model

DoD Department of Defense

DoDAF DoD Architecture Framework

FAST Fourier Amplitude Sensitivity Analysis

FEAF Federal Enterprise Architecture Framework

fUML Seman'tics of a Foundational Subset for Executable Unified
Modeling Language (UML) Models

GEOSS Global Earth Observation System of Systems

GS Google Schooler

Horizontal Quality

Horizontal quality assessment is designed to verify the submitted
SoS solution architectures. This assessment checks only Rs

Assessment domain models and its traceability links
INCOSE International Council on Systems Engineering
JCA Joint Capability Areas

JPSS NASA’s Joint Polar Satellite Systems

MAUT Multi Attribute Utility Theory

MBSE Model-based System Engineering

MCDA Multicriteria Decision Analysis

MODAF Ministry of Defense Architecture Framework
MOE Measures of effectiveness

MPSA Multiparametric Sensitivity Analysis

MSOSA Catia Magic Systems of Systems Architect
MVA Multivariate analysis

NAF NATO Architecture Framework

NASA National Aeronautics and Space Administration
NATO North Atlantic Treaty Organization

NESDIS National Environmental Satellite, Data and Information Service
OAT One-at-a-time sensitivity method

OCL Object Constraint Language

OMG Object Management Group

oP Operational domain view of UAF

OSD Office of the Secretary of Defense
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Term/Abbreviation

Description

Plausible alternative

The alternative architecture solution that is selected after the Base
Check

PRCC

Partial Rank Correlation Coefficient

Preferred alternative

Alternative architecture solution that is the most balanced
solution

Profile Extension mechanism to UML language.

PSCS Precise Semantics of UML Composite Structure

PSOT Precise Semantics of Time

PSSM Precise Semantics of UML State Machines

RFP Request For Proposal

RM Requirements Management

RS Resources domain view of UAF

SA Sensitivity Analysis

Sanity Check Engineering judgement to ensure that the proper decision is
made.

SE System Engineering

SEBoK SE Body of Knowledge

e . Method that studies the effects of input uncertainty on the

Sensitivity Analysis
response to the model output

Sol System of Interest

SoS System of Systems

SoSE System of Systems Engineering

ST Strategic domain view of UAF

SysML Systems Modeling Language

TOGAF The Open Group Architectural Framework

TOPSIS Technique for Order Preferences by Similarity to Ideal Solutions

Trade Study “Deci.sion—malfing activity used to identify the mos}’ acceptable
technical solution among a set of proposed solutions” [1]
Reducing potential errors in evaluating alternative SoS

Trade Study Quality architectures. It follows reducing the risk of choosing an
inappropriate alternative SoS architecture

UAF Unified Architecture Framework

UAFP UAF Profile

UT3SA UAF-based Trade Study method for SoS Architectures

VCSAF Vice Chief of Staff of the Air Force

Vertical Quality
Assessment

Vertical quality assessment is designed to verify the submitted
SoS solution architectures against the requirements model. This
assessment checks St, Op, and Rs domain models and its
traceability links
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INTRODUCTION

Motivation

The adoption of model-based systems engineering (MBSE) continues to grow
in the industry, as does the interest in MBSE as a research topic among systems
engineering researching universities [2]. Also, MBSE remains a leading practice in
the International Council on Systems Engineering (INCOSE) vision for 2035 [3]. The
main factor for adopting MBSE in the industry is the engineer’s ability to develop
systems with traceability to requirements using a single integrated architecture model
that allows all types of automated analysis, such as impact analysis, gap analysis, trade
study, and various simulations.

The application of MBSE has become the key to solving complex real-world
problems [4] [5] [6]. Complexity issues are particularly prevalent when constituent
systems, which are independent and operable, must communicate together to achieve
a specific higher goal. The systems engineer focuses primarily on the design of
dedicated domain-specific systems. However, it is now widely recognized that
systems and devices are no longer stand-alone, but, instead, are interconnected as part
of a broader system of systems (SoS). From the systems engineering point of view,
this is the SoS level. At this level, one of the main concerns is architecture evaluation
and trade study analysis, which may lead to different criteria and methods for
identifying and comparing alternatives to keep the architecture in line with the
assigned budgets and applicable deadlines.

Trade studies have become an indispensable engineering activity and are often
used in the early stages of system architecture development. A trade study evaluates
alternatives based on criteria and systematic analysis so that to select the most
balanced alternative to attain the desired objectives [7] [1]. In the cyber-physical
systems or SoS design, a trade study is often a highly complex, time-consuming, and
expensive activity requiring extensive resources and broad knowledge [8].
Conducting a trade study can take from several months to more than two years,
whereas the cost may range from several hundred thousand to several million dollars,
depending on its scope and complexity [9]. For example, the Vice Chief of Staff of
the Air Force (VCSAF) study revealed that the average cost of a trade study is $15
million, and the average duration of order-to-delivery is 21 months [9]. However,
despite the high costs, the trade study is considered a valuable investment, as
inappropriate decisions may lead to higher material losses in the later stages of system
development.

Typically, architectures are individually evaluated on each parameter of interest,
and the results are manually compared [10]. The most common shortcomings in a
trade study are the lack of transparency in the final decision and the over-emphasis on
the lowest price criterion [11]. Also, the supplement of new alternatives at mid-term
evaluation poses a number of challenges and significantly increases costs compared
to selecting the same range of alternatives at the beginning of the evaluation.

Nowadays, there are several architecture description frameworks (ADF) and
modeling languages that are extensively used when it comes to the SoS, such as the
NATO Architecture Framework (NAF) [12] [13], or Department of Defense
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Architecture Framework (DoDAF) [14] [15] [16]. Over time, the system of systems
engineering (SoSE) continues to evolve to simplify intricate processes and concepts.
A new AF, called the Unified Architecture Framework (UAF), has recently emerged,
and it became the official Object Management Group (OMG) standard in 2017 [17].
UAF has been designed to support trade studies at various levels, including three core
domains: Strategic, Operational, and Resources [17]. However, despite the
mechanism provided to capture the required data, UAF has no process that guides the
way to conduct trade studies. Although several processes are found in the literature
that provide a step-by-step description of trade study analysis, no one has given details
yet as to how trade study analysis could be automated in a MBSE along with the
already existing ADF, languages, and architecture evaluation methods. Sophisticated
models, advanced visualization, and highly integrated, multidisciplinary simulations
would allow systems engineers to evaluate more alternative designs faster and more
comprehensively.

Although trade study methods are used in the system engineering domain, so
far, their applicability and adaptation to SoS architectures in the MBSE environment
have not been extensively studied. In addition, as digitalization has been accelerating
and the number of organizations using MBSE has thus been increasing, there is a lack
of scientifically proved trade study methods that can be applied in the MBSE
environment [18] [19].

Object and Scope of the Dissertation
The research object is the trade study method to evaluate alternative SoS
architectures in the MBSE environment.
The scope of the research covers the following topics:
e SoSE and MBSE;
e SoS modelling approaches and frameworks;
e Alternatives evaluation methods;
e Standards and methods for automated architecture evaluation in the
MBSE environment.

Goal of the Dissertation

The goal of the dissertation is to increase the quality of a trade study by
providing means to evaluate alternative SoS architectures in the MBSE environment
aimed at automating the evaluation of SoS architectures by using model execution.

Objectives of the Dissertation
To achieve the goal of the dissertation, the following list of objectives must be
accomplished:
1. Analyze the existing ADFs, by focusing on their application for trade
study with the ability to automate the evaluation of SoS architectures.
2. Analyze the currently available trade study processes and architecture
evaluation methods while focusing on their practical application in the
MBSE environment.
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3. Develop a model-based trade study method that includes evaluation of
alternative SoS solution architectures in the MBSE environment.

4. Implement the proposed method in the CASE tool.

5. Experimentally evaluate the suitability of the proposed method for
several alternative SoS architectures.

Research Methodology

The research methodology of this dissertation is based on the design research
process [20], which can be divided into three main parts.

First, the existing literature on system engineering (SE), MBSE, ADF, trade
study processes and architecture evaluation methods have been analyzed. The revised
literature has been systematically summarized by using comparison and classification
methods.

Second, to develop a trade study method for SoS architectures which would be
applicable in the MBSE environment. The following methods were used: conceptual
modeling methods, UAF domain metamodel, synthesis, integration, and
metamodeling.

Third, a case study was used to evaluate the method proposed in this thesis. The
case study was modeled on the guidelines introduced and experimentally evaluated
by running a trade study in the MBSE environment. The experimental evaluation
included quantitative data analysis and classification methods.

Defended Statements
The defended statements of this thesis are presented below:

1. The MBSE environment and the foundational UML subset (fUML) are
suitable means to automate the evaluations of alternative SoS
architectures within the trade study process that allow to reduce the errors
associated with this process.

2. The existing UAF domain metamodel needs to be extended with new
concepts to define and perform a trade study in the MBSE environment.

3. The UT3SA method provides the required process, guidelines, evaluation
algorithms, and measurements to increase the quality of a trade study by
reducing errors in evaluating alternative SoS architectures.

Scientific Novelty
The scientific novelty of this thesis is presented below:

1. The proposed UAF-based trade study method for SoS architectures
(UT3SA) is the only known method that encompasses all of the
following:

1.1. Defined trade study process based on a formal UAF metamodel and
profile. Additionally, the process includes the necessary steps when
a trade study is conducted as a result of an acquisition process.

1.2. Vertical (cross-domain oriented) and horizontal (single-domain
oriented) alternative SoS architecture quality assessment aspects,
including method-specific quality measurement.
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1.3. Evaluation of qualitative and quantitative parameters of SoS
architectures.

1.4. This method is fully model based and can be used in the MBSE
environment.

1.5. The proposed method defines two algorithms to run SoS
architectures evaluation by using selection criteria and sensitivity
analysis in an automated way in the MBSE environment. Algorithms
are based on fUML principles.

The existing UAF domain metamodel and profile are supplemented with

the necessary extensions to prepare and run a trade study for SoS

architectures.

The proposed method of trade study is one of the first methods in the area

of SoS in the MBSE environment at the time of publication.

Practical Significance

The main practical significance of this research is to increase the quality of the
trade study of SoS architectures using the MBSE environment. These improvements
are driven by the proposed method, which provides means to:

Describe and relate each trade study selection criteria to the expected
SoS architecture. The proposed method provides guidelines on how to
define the trade study in the MBSE environment using the UAF domain
metamodel. Linking the selection criteria of the trade study to the
expected SoS architecture increases the accuracy of the trade study.
Identify and remove poor quality SoS architectures before running a
thorough evaluation of each alternative SoS architecture. The quality
evaluation of alternative SoS architecture solutions increases the quality
of the study, as the final results of the evaluated alternative may be
distorted due to the poor quality of the architecture.

Determine the level of compliance of alternative SoS solution
architectures according to the established selection criteria in the MBSE
environment. The automated evaluation method reduces the probability
of occurring errors and enables a simpler way to change the set of
alternatives compared to the traditional methods.

Identify alternative SoS architectures to be checked in the sensitivity
analysis. Sensitivity analysis is performed with the objective to
determine which alternative has a greater advantage when the level of
compliance is very similar. Incorporating sensitivity analysis into a
trade study improves the quality of the study itself by introducing an
additional evaluation step to verify the final decision.

Determine the sensitivity index for each selection criterion. The most
sensitive criteria are selected to compare alternative SoS architectures
with similar scores and identify their compliance with the selected
criteria. This evaluation increases the accuracy of the choice of the most
balanced alternative.
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The application of the method to eight alternative SoS solution architectures has
demonstrated that the proposed method can be and is actually being applied in
practice. In order to use the proposed method, it is necessary to implement it in one of
the SoS modeling CASE tools. In this thesis, the UAF-based UT3SA profile was
implemented by using the Catia Magic Systems of the Systems Architect v2021x
Refresh2 CASE tool.

The proposed method is strictly based on the principles of UAF. As UAF is
based on UML/SysML, it can be assumed that the proposed method can be adapted at
the SE level as well.

Scientific approval

Two articles presenting the results of the thesis have been published in a
scientific journal indexed in the Clarivate Analytics Web of Science database. In
addition, the results of the thesis have been presented at four international conferences
in Hungary, the USA, South Africa, and Lithuania. The corresponding publications
were published in the conference proceedings. A detailed list of publications can be
found in the chapter LIST OF SCIENTIFIC ARTICLES ON THE DISSERTATION
TOPIC.

Structure of the dissertation

The dissertation is structured as follows: Chapter 1 contains analysis of SoSE,
MBSE, ADFs, trade study processes and evaluation methods for alternative
architecture solutions; Chapter 2 contains the definition of a new UT3SA trade study
method for the SoS architecture in the MBSE environment; Chapter 3 contains
evaluation of the suitability of the proposed UT3SA method on the grounds of
applying it to eight alternative SoS solution architectures. The total scope of the
dissertation is 180 pages with appendixes (157 pages without appendixes); it features
64 figures and 39 tables.

All figures and tables without citations have been designed and/or compiled by
the author of the dissertation.
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1 SYSTEM OF SYSTEMS ARCHITECTURE MODELING AND
ANALYSIS

The purpose of this chapter is to define the context of the dissertation and
identify the existing problems in the trade study of SoS architectures.

This chapter consists of an SoS definition, an MBSE definition, analysis of
ADFs, analysis of standard-based execution methods of SoS architecture models, and
analysis of trade study processes and evaluation methods.

1.1  Definition of a system of systems engineering

The traditional SE and SoSE are interconnected, but they cover different fields
of study. SoSE is defined as: “the process of planning, analyzing, organizing, and
integrating the capabilities of a mix of existing and new systems into an SoS capability
that is greater than the sum of the capabilities of the constituent parts. In addition, this
process emphasizes the process of discovering, developing, and implementing
standards that promote interoperability among systems developed via different
sponsorship, management, and primary acquisition processes” [21]. Meanwhile, SE
is defined as: “the process by which a customer’s needs are satisfied through the
conceptualization, design, modeling, testing, implementation, and operation of a
working system” [21].

Initially, SoSE was identified for the defense sector. However, now SoSE
concepts and principles are being applied across other governmental, civil, and
commercial areas, such as transportation, energy, health care, defense, rail, business,
disaster response, etc. [22] [23] [24]. The SE Body of Knowledge (SEBoK) [22] stated
that SoSE allows the SE community to have the opportunity to define software
intensive systems of the 21* century. Although SE is a well-established field, SoSE is
a global challenge for current system engineers. In general, SoSE requires that
accounts be taken not only of factors usually related to engineering but also of
sociotechnical and socioeconomic phenomena.

Table 1.1 presents the differences between the traditional SE and SoSE by
summarizing sources [21] [25] [26]. Based on the analysis of the differences, it can
be concluded that one of the fundamental differences is that SE addresses the
development of monolithic systems. On the contrary, SoSE addresses the
development of constituent systems, and the synergy of these systems is called SoS.

Table 1.1. Difference between SE and SoSE

Criteria SE SoSE
Development of a single Development of new SoS capacity
Purpose system that meets the needs | using the synergies of legacy systems
of the stakeholders
System architecture is Dynamic architecture reorganization
System established at the beginning | as needs change; use of service
architecture of the life cycle and is architecture approaches as enablers
relatively stable
System Definition and Component system can be usefully
interoperability implementation of specific | operated independently of the SoS by
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Criteria

SE

SoSE

interface requirements for
integration of components
into the system

protocols and standards that are
essential to enable the
interoperability of the system

System ‘ilities’

Reliability, maintainability,
and availability are the
typical ‘ilities’

Added ‘ilities’, such as flexibility,
adaptability, and composability

Acquisition and
management

Centralization of system
acquisition and
management

Component systems are acquired
separately and are managed
independently as a system

Anticipation of
needs

Activity of the conceptual
phase is to determine the
needs of the system

Intensive analysis of the concept
phases is followed by continuous
prediction and supported by

continuous experimentation

SoS is composed of independent constituent systems that act jointly towards a

common goal through the synergism between them. Currently, several definitions of
SoS can be found in the literature, some of which depend on the application:

Definition 1: “SoS brings together a set of systems for a task that none of the
systems can accomplish on its own. Each constituent system keeps its own
management, goals, and resources while coordinating within the SoS and
adapting to meet SoS goals” [27].

Definition 2: “A collection of systems, each capable of independent operation,
that interoperate together to achieve additional desired capabilities” [28].
Definition 3: “SoS is a set or arrangement of systems that results from
independent systems integrated into a larger system that delivers unique
capabilities” [29].

Definition 4: “SoS 1is the large-scale integrated systems which are
heterogeneous and independently operable on their own, but are networked
together for a common goal. The goal may be cost, performance, robustness,
etc.” [30].

In the synthesis of SoS definitions, Maier presented five main characteristics

[31] to determine whether a system of interest (Sol) can be considered an SoS. These
five characteristics are as follows:

Operational independence
Managerial independence
Geographical distribution

Emergent behavior

Evolutionary development processes.

Maier also highlighted that the operational and managerial independence of

component systems are the main distinguishing features by which an Sol is considered
to be an SoS. A system that does not meet these two characteristics is not considered
an SoS, regardless of the complexity or geographical distribution of its components.
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Today, there are several specialized research organizations of SoS, such as
INCOSE [32], the Office of the Secretary of Defense (OSD) [33], and the Group of
Global Earth Observation System of Systems (GEOSS) [34].

1.2 Architecture description frameworks

In order to model architectures in detail, some guidance is necessary, which is
provided by ADF. Currently, several definitions of ADF can be found in the literature:
e Definition I: “Conventions, principles, and practices for the description of
architectures established within a specific domain of application and/or
community of stakeholders” [35].

e Definition 2: “An architecture framework is an encapsulation of a minimum
set of practices and requirements for artifacts that describe a system’s
architecture. Models are representations of how objects in a system fit
structurally in and behave as part of the system” [36].

e Definition 3: “An architecture framework is a tool which can be used for
developing a broad range of different architectures. It should describe a
method for designing an information system in terms of a set of building
blocks and for showing how the building blocks fit together. It should contain
a set of tools and provide a common vocabulary. It should also include a list
of recommended standards and compliant products that can be used to
implement the building blocks.” [37].

ADFs assist in the specification of architectures by serving as a template that
organizes the structure of architecture into projections called ‘views’. ADFs define a
set of views that focus on a particular aspect of the architecture.

Currently, several ADFs are extensively used when it comes to SoS, such as the
DoDAF, NAF, MODAF, UAF, Federal Enterprise Architecture Framework (FEAF),
and The Open Group Architectural Framework (TOGAF). Each of these ADFs is
briefly described in the following.

DoDAF

DoDAF is developed for the US Department of Defense (DoD) to provide a
visual infrastructure to address specific stakeholders’ concerns through different
viewpoints. It helps to ensure that architectural artifacts are consistently defined and
characterized in accordance with the specific requirements of the project or mission.
DoDAF allows managers to make more effective critical decisions by organizing the
dissemination of information across departments, Joint Capability Areas (JCA),
mission, component, and program boundaries [38]. DoDAF focuses more on
architectural data than on architectural artifacts. This framework defines the method
for specifying the SoS by using the architectural terms of the DoD [39].

NAF

NAF is developed by the North Atlantic Treaty Organization (NATO) and
comes from DoDAF. NAF’s objective is to provide standards for the development
and description of architecture for military and commercial purposes [40]. NAF aims
to enable many organizations, including NATO and other national defense initiatives,
to understand, compare, justify, and link the architecture developed in its framework.
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NAF defines the methodology, viewpoints, stakeholder viewpoints, and metamodels
[40].

MODAF

MODAF is developed by the British Ministry of Defense to support defense
planning and change management activities. MODAF ensures accurate, complete, and
consistent collection and presentation of information and helps to understand complex
problems [41]. The main advantages of MODAF are the improvement of
interoperability and the implementation of the system. The framework supports
various MOD processes, including capacity management, acquisition, and
maintenance. The MODAF architecture is designed as a parallel and coherent model
that provides a comprehensive view of the enterprise. MODAF defines various
relationships for the integration of architectural elements [41].

UAF

UAF is created based on the needs of UML/SysML and the military community
to create standardized and consistent architectures based on the DoDAF and MODAF
[42]. UAF consists of three main components: (1) framework — a collection of
domains, model types, and viewpoints, (2) metamodel — a set of types, tuples, and
individuals used to build views based on specific viewpoints, (3) profile — SysML-
based implementation of metamodels to apply principles and best practices of system
engineering based on models while building views. UAF provides a set of rules for
creating consistent enterprise architectures (models) based on general enterprise
concepts and rich semantics. These models become a repository for extracting various
views [43].

FEAF

FEAF is developed by the federal government of the United States. It provides
a common methodology to integrate strategic, business, and technological
management as part of organizational design and performance improvement [44]. The
government uses EAF to help develop large-scale and complex system development
processes through the organization’s definition of enterprise architecture. The
architectural segment is created independently, depending on the structural guidelines,
and each segment is considered its federal enterprise.

TOGAF

TOGAF is based on the DoD Information Management Technology
Architecture Framework [45]. TOGAF focuses on business applications that are
critical to the mission and that use open system components. TOGAF provides and
explains rules and develops good principles for the development of the system
architecture. TOGAF contains three levels of principles: (1) it supports decision-
making across the enterprise; (2) it guides IT resources; (3) it supports the principles
of architecture for the development and implementation.

The following section shall present a comparison of six ADFs (DoDAF, NAF,
MODAF, UAF, FEAF, and TOGAF). The ADFs are compared in order to determine
the most appropriate framework for SoS based on which the trade study method will
be developed.
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1.2.1

Comparison of architecture description frameworks

This section provides the ADFs comparison by identifying and summarizing the

main differences. The comparison analyzes the six frequently used ADFs: DoDAF
v2.02, MODAF vl1.2, NAF v4.0, UAF vl.1, FEAF v2.3, and TOGAF v9.2. The
comparison criteria are as follows:

Domain — application in defense or industry. The criterion determines the
universality of the framework.

Viewpoints — a set of supported viewpoints. The criterion determines which
aspects of architecture the framework focuses on.

Metamodel/Modeling language — support of native metamodel or standard
modeling language. The criterion determines how comprehensive the
framework is and what formalism level it supports.

Tool support — a set of modeling tools that supports the framework. The
criterion determines the possibility of using the framework in practice through
a modeling tool.

Prevalence among researchers — the prevalence level of the research
community. The criterion determines whether the framework is being studied
or developed in scientific work. The Google Schooler (GS) database is used
to find scientific works on certain ADF by providing the number of all
publications and the number of publications since 2017.

Comparison of ADFs according to the specified criteria is provided in Table 1.2

by summarizing sources [37], [38], [40], [41], [44], [46], [47].
Table 1.2. ADFs comparison

ADF/ Metamodel / Prevalence
Criteria Domain Viewpoints Modeling Tool support among
language researchers
DoDAF | Defense |= All = IDEAS = Sparx EA = GS:5140
= Capability = UPDM = Catia MSoSA | o Since
= Data and = BPMN = Unicom SA 2017:
Information = Hopex Mega 1560
= Operational = PTC Integrity
= Project Modeler
= Services * IBM
= Standards Rhapsody
= Systems
NAF Defense |= Concepts = Native = Catia MSoSA |= GS: 1040
= Service metamodel |®* Unicom SA o Since
specification |= UPDM = Hopex Mega 2017:
= Logical = PTC Integrity 325
specification Modeler
= Physical = [BM
resource Rhapsody
specification
= Architecture
foundation
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ADF/ Metamodel / Prevalence
Criteria Domain Viewpoints Modeling Tool support among
language researchers
MODAF | Defense |= All = MODEM |= Sparx EA = (GS: 2880
= Strategic = UPDM = Catia MSoSA | o Since
= Acquisition = Unicom SA 2017:
= Operational = Hopex Mega 1100
= Service- = PTC Integrity
oriented Modeler
= Systems = |IBM
= Technical Rhapsody
standards
UAF Defense, |= Architecture |= UAFP = Sparx EA = GS: 5280
Industry management = Catia MSoSA | o Since
= Strategic = PTC Integrity 2017:
= Operational Modeler 2020
= Services = Unicom SA
= Personnel = [BM
= Resources Rhapsody
= Security
= Projects
= Standards
= Actual
resources
FEAF Industry |= Strategic = Native = Unicom SA = GS:2150
plans metamodel |* Hopex Mega o Since
= Business 2017:
activities 805
= Data and
information
= Systems and
applications
= Networks and
architecture
TOGAF | Industry |= Preliminary |= Native = Sparx EA = GS:
= Architecture metamodel |= Catia MSoSA 12500
vision = ArchiMate |= Unicom SA o Since
= Business = UML = Hopex Mega 2017:
architecture = Troux 5580
= Data Planview
architecture
= Application
architecture
= Technology
architecture
= Opportunities
and solutions
= Requirements
managements
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Based on the results of the ADFs comparison, it can be stated that only UAF can
be applied in industry and defense domains; other frameworks have only one
dedicated domain. Additionally, all defense frameworks have a general tendency of
viewpoints, however, only UAF introduces such viewpoints as security and personnel.
Industrial frameworks use very similar viewpoints but differ from defense
frameworks. FEAF is the least tool-supported framework as other frameworks are
supported by similar amounts of tools. The most prevalent ADFs among researchers
are DoDAF, UAF, and TOGAF.

1.2.2 Unified architecture framework

In response to the demands of the industry and the evolution of the ADFs,
UPDM 3.0 (later renamed as UAF) was initially developed in 2013 to meet the
emerging needs of the SoS [48]. However, the UPDM 3.0 working group
subsequently established a list of requirements that arise from the increasing
complexity and the rising costs of the systems. As a result, such requirements as the
architecture modeling support for the defense, industry, and the government
organizations, security support, analysis, and other areas have been introduced [49].

In 2017, a new framework called UAF was introduced which has become the
official standard of OMG [17]. UAF is a unified framework whose fundamental
concepts are based on three military frameworks: DoDAF, MODAF, and NAF.
Furthermore, “UAF extends the scope of UPDM and generalizes it to make it
applicable to commercial as well as military architectures” [46].

The UAF has become an essential upgrade for both the DoD and commercial
organizations. UAF architecture models provide an opportunity to understand the
complex relationships between organizations, systems, and SoS and enable the
analysis of these systems [18]. UAF as a framework and UAFP as a language have
been applied to the development of various SoS cases.

Many successful uses of UAF can be found in the literature. The National
Environmental Satellite, Data and Information Service (NESDIS) ground enterprise
and NASA’s Joint Polar Satellite Systems (JPSS) ground project are successful
examples. At the end of these projects, it was noted that the MBSE approach reduces
rework, increases accuracy, and allows firm and informed decision-making [50]. US-
DOD SoS modeling research projects describe how UAF use removes problem-
solving restrictions as per [51]. Sources [52] and [53] describe how a UAF model can
be used to significantly influence the ongoing SE efforts, as well as a software
architecture for application development.

Fig. 1.1 shows three main components of UAF [46] [18]:

e framework — a group of domains, model kinds, and viewpoints;
metamodel — a group of types to construct views based on specific
viewpoints;

e profile — SysML-based implementation of the metamodel to apply
MBSE principles and best practices in developing views.
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: UAF Specification

: Framework : Metamodel

: Profile

Fig. 1.1. UAF components

UAF Profile (UAFP)

UAFP defines metamodel extensions in the context of UML to adapt metamodel
and organize it to a specific platform or domain. The UAFP specification reuses a
subset of UML 2.5.1 and SysML 1.5 and provides additional extensions [54].

UAF Framework

UAF is formatted in a grid (Fig. 1.2) that contains rows and columns. Rows
represent domains that can be used when modeling an SoS architecture. The columns
represent the model kinds. The intersection of a row and a column is called a
viewpoint. This grid is provided in the UAF standard as a structuring formalism to
organize the 71 view specifications defined within the UAF [46]. The UAF grid is the
basis for developing a domain-specific architecture choosing only the viewpoints
necessary for a specific context.
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Fig. 1.2. UAF grid [46]

Table 1.3 describes ten UAF domains by providing their purpose, a list of
responsible stakeholders, and concerns on the grounds of [54] [46] [55] [51].

Table 1.3. UAF domains

structure, and exchanges
needed to support capabilities

= Define all operational
elements regardless of the
solution

Domain Purpose Stakeholders Concerns
Metadata = Provide information related | = Enterprise = Capture metadata
(Md) to the entire architecture and architects relevant to the SoS

provide supporting = Technical architecture
information managers
Strategic (St) | = Describe the capability = Capability = Capability
taxonomy, composition, portfolio management
dependencies, and evolution managers process
Operational | = Describe the requirements, = Business = [1lustration of the
(Op) operational behavior, architects logical architecture

= Executives

of the enterprise or
SoS

Services (Sv)

= Define service specifications,

= Enterprise

including the required and architects services needed to
provided service levels of = Solution exhibit capability
these specifications providers

= Specifications of
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Domain Purpose Stakeholders Concerns
necessary to exhibit a = Systems
capability and support an engineers
operational activity = Software
architects
* Business
architects
Personnel = Clarify the human roles in = Human = Human factors
(Ps) the development of resources
architectures = Solution
providers
= PMs
Resources = Capture a solution = Systems = Definition of
(Rs) architecture that includes engineers solution
resources such as software, = Resource architectures to
artifacts, capability owners implement
configurations, and natural = Implementers operational
resources that meet = Solution requirements
operational requirements providers
= IT architects
Security (Sc) | = Define the security assets, = Security = Addresses security
restrictions, controls, and architects restrictions and
measures needed to address | ® Security information
specific security concerns engineers assurance attributes
Projects (Pj) | = Describe the projects, project | = PMs = Project portfolio,
milestones, how those = Project projects, and
projects deliver capabilities, portfolio project milestones
and projects dependencies managers
= Enterprise
architects
Standards = Define the technical, = Solution = Technical and non-
(Sd) operational, and business providers technical standards
standards applicable to the = Systems applicable to the
architecture engineers architecture
= Software
engineers
= Systems
architects
* Business
architects
Actual = Define the actual resource = Solution = Analysis such as
Resources configurations expected or providers trade study, what-
(Ar) achieved and the actual = Systems if, and V&V
relationships between them engineers
* Business
architects
= Human
resources
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The three domains of the UAF are considered fundamental; they reflect different
levels of abstraction, and these domains are strategic, operational, and resources [56].
Typically, architecture development occurs from the strategic domain to the resources
domain. In the development of the architecture process, the trade study can be
conducted between different operational scenarios or/and different resources
configurations (Fig. 1.3).

3 3
§ §

Resources Suite

Resources Suite
Resources Suite
Resources Suite

Fig. 1.3. Abstraction levels of architecture framework [57]

The UAF standard does not define how a trade study is conducted, nor does it
specify a formal trade study process. UAF provides only a basis for collecting the data
required for trade studies from the architecture point of view. However, there are no
concepts needed to define a set of criteria for a trade study or to identify a level of
priority.

1.3  Definition of model-based system engineering

For a long time, about forty years, the practice of SE was linear: (1)
documentation of requirements; (2) carrying out the analysis; (3) development of a
conceptual design. Advances in the lifecycle of system development have introduced
new methods for designing and developing systems, such as waterfall, spiral,
incremental, and sprint-based. However, the lack of integration from one stage to
another results in a longer time to build a system. In addition, it increases the cost of
fixing errors found at the integration points in the cycle stages.

“MBSE is the formalized application of modeling to support system
requirements, design, analysis, verification, and validation activities beginning in the
conceptual design phase and continuing throughout development and later life cycle
phases” [3]. MBSE is practiced in many industries around the world. For example,
the world’s largest telescopes [58], fighter jets [59] and autonomous driving cars [59]
have been developed with MBSE.

MBSE is often compared to the traditional document-centric engineering. The
main characteristic of the documented-based approach is that a system is designed by
using document artifacts, such as text documents, drawings, and spreadsheets.
Meanwhile, MBSE integrates the system data into a consistent and integrated model.
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The OMG organization highlights five benefits that MBSE brings to SE [60]:

e Improves accuracy, consistency, and traceability;

e Includes behavioral analysis, system architecture, requirement
traceability, performance analysis, simulation, testing, and others;

e Formalizes system development practices by using models;
Integrates data between discipline-specific engineering tools, including
hardware and software design, analysis, simulation, and testing;

e Facilitates general understanding of the system within the development
team.

In 2020, NASA noted that MBSE “has been increasingly embraced by both
industry and government as a means to keep track of system complexity. It allows the
engineer to represent the system in a comprehensive computer model allowing for
better traceability, tracking, and information consistency” [61]. Also, a
comprehensive study [62] has shown that the strict application of MBSE has a
significant advantage over document-centric engineering in terms of the potential cost
and schedule savings.

Article [63] presented the results of detailed research on the value and benefits
of MBSE in the analysis of 847 articles. The most commonly cited advantages of
MBSE in the literature are: (1) increased traceability; (2) improved consistency; (3)
reduced errors; (4) better access to information; (5) higher-level support for
automation. In addition, another article [64] highlighted the quantitative and
qualitative benefits of MBSE: it (1) identifies early design constraints; (2) reduces
formal analysis efforts; (3) minimizes errors in manual steps; (4) saves time during
the development and production of prototypes. Furthermore, after adopting MBSE in
the Europa Clipper Mission project, it was observed that “the design is unified,
persistent, safely modifiable, and re-usable with better validation of the system model
due to wide availability and use” [65]. However, it has been observed that most of the
challenges associated with the adoption of MBSE are based on human and
technological factors. It starts with awareness and resistance to change at the executive
and engineering levels of the organization [66].

The following sections provide a review of automated analysis techniques used
in the MBSE environment and a comparison of MBSE tools.

1.3.1 Automated analysis techniques in the MBSE environment

The use of automated analysis techniques allows for reducing manual efforts.
Since MBSE enables automated methods, this means that analysis can be accelerated
by using one of the available methods.

A comparison of automated analysis techniques in the MBSE environment is
provided in Table 1.4 by summarizing sources [67] [68] [69] [70] [71]. The goal of
the comparison is to identify and summarize the differences between the available
automated techniques. The comparison analyzes five automated techniques by
covering their validation rules, metrics, validation-based metrics, requirements
verification, and simulation.
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Table 1.4. Comparison of automated analysis techniques in MBSE

values. If an error occurs,
a message is displayed
indicating the cause of
the error. Validation
rules are divided by
criticality into error,
warning, and information

= Operations /
actions control

quite wide-
ranging

= Clarity — in case
of an error, the
related element
and a message
indicating the
cause are
provided

= Reusability — a
rule can be
applied to other
operations, e.g.
prohibit model
saving if an error
occurs

Description | Usage | Pros | Cons
Validation rules
Evaluate the architectural |*Model = Flexibility — rules |=Not user-friendly
model according to the evaluation can check creation — rule
given formula or (functional, different areas of creation, which is
expression. Validation structure, the model, so the especially complex,
rules return true and false | requirements) application is requires basic

programming
knowledge to
specify the
expression or
formula of a rule

Metrics

A quantitative estimation
technique is used to
assess the status of the
current model. Metrics
provide numerical
information about a
specific aspect of a
model. The calculation of
metrics at regular
intervals provide
information about the
model development

=KPI

= Status tracking

= Model
management

= Structured results
— data is presented
in a numerical
form

= Data analysis —
possibility to use
various data
analysis tools is
offered

= Not user-friendly
creation — metric
creation, which is
especially complex,
requires basic
programming
knowledge

= Lack of clarity —
additional data
information is
required

Validation-based metrics
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specification. Validation-
based metrics combine
validation rules and
metrics. This method
provides numerical
information on a specific
aspect of the model
according to the
specified validation rule

= Status tracking
= Model
management

application to
model evaluation
covers a wide
range of model
areas

= Clarity — in case
of an error, the
related element
and a message
indicating the
cause are
provided

= Structured results
—data is
represented in the
numeric format

= Data analysis —
possibility to use
various data
analysis tools is
available

= User-friendly
creation — it is
easy to create
metrics if
validation rules
already exist

Description Usage Pros Cons
A quantitative method = Model = Flexibility — as the |= Time-consuming —
that uses a validation evaluation metrics logic is if there is no rule,
expression in a = KPI based on rules, its | then creating

validation-based
metrics requires
more effort because
both rules and
metrics need to be
created

Requirements verification

Checks whether the
established system
requirements are satisfied
or not. Requirement
verification returns pass,
fail, or inconclusive
values

= Requirement
verification

= User-friendly — no
programming
knowledge is
required to
perform
requirement
verification

= Early requirement
verification —
early inspection
ensures that
critical
requirements are
satisfied

= Small elements
subset — typically
used between
requirements and
elements of
numerical value

= Quantitative check —
only parameterized
requirements are
checked

Simulation
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Description Usage Pros Cons
Imitates the real system |=*Model = Analyses support |=Difficult in
by simulating various evaluation — various analyses | preparing the
model scenarios and (functional, are enabled executable model -
manipulating different structure, through model it can be quite
values requirements) simulation difficult because the
= Automation — model should
model simulation | strictly comply with
is performed with | specific simulation
a tool standards

Based on the comparison results, it can be concluded that the validation rules,
validation-based metrics, requirements verification, and simulation are appropriate
techniques to automate architecture analysis in the MBSE environment. However,
each technique has its own purpose; therefore, it cannot be declared that these
techniques are actual alternatives. Validation rules and validation-based metrics are
suited to analyze correctness and completeness because they can verify various
aspects of the architecture. Requirements verification can be used to verify whether
the requirements meet the established needs. The biggest advantage of simulation is
that it allows executing a model by running system behavior and performing
calculations, which makes the simulation suitable for complex analytical processes.
However, preparing an executable model or creating a complex validation rule can be
fairly difficult.

Meanwhile, simple metrics are suitable for obtaining structural information
about a particular aspect of a model, but, due to the lack of information, this technique
is more suitable for tracking the model development process than for performing
detailed architectural analysis.

1.3.2 MBSE tool comparison

The goal of the MBSE tool comparison is to identify and summarize their
differences. The comparison analyzes four MBSE tools: Sparx Enterprise Architect
(EA) v15.2, Catia Magic Systems of Systems Architect (MSoSA) v2021x Refresh2,
PTC Integrity Modeler (IM) v9.4, Unicom System Architect vi1.4.9.1 (SyAr). The
comparison criteria are as follows:

e ADF support — a set of supported ADFs. The criterion determines which
ADFs are supported by a tool.

e Automated analysis techniques support — a set of supported automated
analysis techniques. The criterion determines which automated analysis
techniques are supported by a tool.

e Execution semantic — standard or proprietary. The criterion determines
whether the execution semantics is based on simulation standards or is
proprietary.

¢ Kinds of executable diagrams — a set of executable diagrams. This criterion
determines which of the diagram types can be executed in order to automate
the analysis.
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The comparison of MBSE tools according to the specified criteria is provided
in Table 1.5 by summarizing sources [72], [73], [74], [75], [76].

Table 1.5. MBSE tool comparison

Tool ADF support Automated analysis Execution Kinds of
techniques support semantic executable
diagrams
Sparx EA |= UAF 1.0 = Validation rules Proprietary = Activity
= DoDAF 2.0 = Metrics = State
= MODAF 1.2 = Simulation machine
= TOGAF 9.1 = Internal
block
= Sequence
= Parametric
= BPMN
Catia = UAF1.2 = Validation rules Standard = Activity
MSoSA (technical = Metrics = State
preview) » Validation-based machine
= NAF 4.0 metrics = Use case
= DoDAF 2.0 = Requirements * Internal
= MODAF 1.2 verification block
= TOGAF 9.0 = Simulation (fUML, = Sequence
PSCS, SCXML, = Parametric
ALF) = BPMN
(limited)
PTCIM |= UAF1.0 = Validation rules Proprietary = State
= NAF 3.1 = Metrics machine
= DoDAF 2.0 = Simulation * Internal
= MODAF 1.2 block
= Parametric
Unicom |= UAF 1.0 = Validation rules Proprietary = BPMN
SyAr = NAF 3.0 = Simulation (BPMN)
= DoDAF 2.0
* MODAF 1.2
= TOGAF 9.1

Based on the comparison results, it can be concluded that the the Catia MSoSA
tool supports almost all the latest versions of ADFs, including UAF 1.2, which is
scheduled to be released in December 2022; the only version of TOGAF is not the
latest. All the compared MBSE tools support simulation and validation rule
techniques, but only the Catia MSoSA tool supports validation-based metrics and
requirements verification. The Unicom SA tool is the only option that does not support
metrics. In addition, only Catia MSoSA uses execution semantic standards; whereas
the other MBSE tools have proprietary execution semantics. Finally, most executive
diagrams are supported by the Catia MSoSA and Sparx EA tools. Unicom SA only
supports the execution of BPMN diagrams, while PTC IM supports the execution of
three diagrams: state machine, internal block, and parametric.
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1.4 Standard-based execution of UAF architecture models

The foundational subset for executable UML models (fUML) provides a
common basis for higher-level UML modeling concepts, as well as an accurate
definition of the execution semantics of that subset. The f{UML specification covers
common behavior, actions, and activities capabilities execution in the behavioral
modeling layer [77]. The execution of other UML subsets is defined by two fUML
extensions:

e Precise Semantics of UML Composite Structure (PSCS) specification
that “defines an extension of fUML syntax and semantics to enable
modeling and execution of UML composite structures” [78].

e The Precise Semantics of UML State Machines (PSSM) specification
“is an extension of f{UML that defines the execution semantics for UML
state machines” [79].

Foundation UML (fUML)

Precise Precise Preci Preci
Semantics of | = Semantics of Precise S rec:t{se el s rectl.se ¢
Composite State Semantics of Ieinan i?s o erﬁlal}ics o
Structure Machines Time (PSOT) = (eggcollc))ns (;gégi

(PSCS) (PSSM)

Fig. 1.4. Executable UML standards landscape

fUML, PSCS, and PSSM standards together provide a robust foundation for the
execution of UML models. In addition, a request for proposal (RFP) is submitted on
the Precise Semantics of Time (PSOT) for f{UML standard in OMG [70]. Fig. 1.4
shows all existing (blue), RFP (stripped gradient fill), and planned (gray) standards
related to the execution of UML models.

[18], [80], [81] articles confirm that executing UML models means that the same
basis applies to UML extensions such as SysML, UAFP, and others. UAFP is the
standard-based implementation that is an extension of UML and SysML profiles.
UAF elements, such as Capability, OperationalPerformer, are inherited from the
SysML Block. This means that these UAF elements inherit all the features that SysML
Block has and all the methods of analysis that are based on SysML.

As the Rs domain is a core domain of model execution, the following explains
the UAF model execution semantics of activities, states, composite structure, and
parametric. The key structural element of the Rs domain is ResourcePerformer.
ResourcePerformer inherits the Asset and extends the UML Class. The Asset inherits
the SysML Block. This means that ResourcePerformer inherits all UML Class and
SysML Block features combined.

Activities
The ResourcePerformer is capable of performing Functions. Function extends

the UML Activity, and IsCapableToPerform relationship extends the UML
Abstraction relationship and inherits the SysML Allocation relationship. To set a
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Function as a ResourcePerformer classifier behavior, it must be directly owned. The
Function’s semantics are the same as those of UML Activities.

FunctionAction is an element that calls a Function in a different Function
context. It extends UML CallBehaviorAction. Actions are connected with
FunctionEdges:  FunctionControlFlow  and  FunctionObjectFlow,  where
FunctionControlFlow extends the UML ControlFlow, and FunctionObjectFlow
extends the UML ObjectFlow. The difference in UAF is that FunctionEdge can realize
ResourceExchanges that show how Functions produce and consume resources
exchanged by their performers. Although fUML and its extensions do not support
ResourceExchanges, pins can be created and connected to objects by using
ObjectFlows. Besides the limitation mentioned above, the UAF process model is
compliant with the semantics of UML Activities and can be executed with f{UML.

States

In the UAF, the Resources States viewpoint defines only one element called
ResourceStateDescription ~ that  extends the UML  State  Machine.
ResourceStateDescription is owned by ResourcePerformer and can specify the
behavior of the classifier. There are no restrictions or extensions that would affect the
semantics of the execution of the state machines defined in PSSM.

The States in the UAF can be combined with Functions that can define actions
and transition effects. In this case, Function does not need to belong directly to the
ResourcePerformers.

Composite Structures

The UAF extensions define UML Properties, Ports, and Connectors.
ResourceRole extends the UML Property, ResourcePort extends the UML Port,
inherits SysML ProxyPort, and ResourceConnector extends the UML Connector.

Since ResourcePort inherits SysML ProxyPort, its semantics are different from
those described in PSCS [78]. As part of the SysML 1.7 specification, it is planned to
define the extension of PSCS to support the semantics of certain SysML concepts,
such as ProxyPorts. Currently, UML semantics can be used to execute UAF
composite structure models, but there are some limitations.

Parametric

UAFP was specially designed to support SysML Parametric. Therefore, the
only requirement of UAFP was to perform SysML parametric analysis within the
context of elements that have been inherited from the SysML Block. For example,
ResourcePerformer belongs to this category and can be used for parametric analysis
in the Resource domain. In SysML, parametric analysis is based on Block-owned
Value. Values are linked to ConstraintBlock Parameters to evaluate constraints
expressions of ConstraintBlock.

Table 1.6 provides a list of the execution limitations of UAF models using
existing standard-based techniques, along with the possible workarounds. The
provided workarounds are validated in article [18].
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Table 1.6. Limitations of UAF models execution [18]

Limitations Workarounds

activities

Activities are not defined as performed | Activity must belong directly to the classifier
in accordance with the
IsCapableTo Perform relationship

Exchanges
Activity diagrams

are not supported in | Itis necessary to model the input and output pins

standards

The semantics of SysML ProxyPort are | ProxyPorts are treated as UML ports
not supported by existing simulation

Exchanges are not supported in the type | It is necessary to use UML ports
of the composite structure diagram

simulation

There is no support for continuous flow | There is no easy workaround. Manual loops in

the activity diagram and value properties for
capacity management should be introduced

Based on the Table 1.6 results, it can be concluded that UAF models can be
executed with the existing standard-based approaches with certain limitations
requiring workarounds. Furthermore, the combination of simulation standards and
modeling standards provides a powerful basis for analyzing and simulating SoS

models.

1.5 Trade study processes and methods

The trade study is a common task in the daily routine of SE. Trade studies are
carried out during the phases of concept definition, development, and design so that
to select the operational concepts, the initial capabilities, and the requirements for the
high-level system architecture.

There are several definitions of the trade study in the literature:

Definition I: “Trade study as analysis that focuses on ways to improve
systems performance on some highly important objective while
maintaining system’s capability in other objectives.” [82]

Definition 2: “Trade Studies is the System Engineering element that
multidisciplinary teams use to identify the most balanced technical
solutions among a set of proposed viable solutions. It is a key tool in
developing designs that meet stakeholder requirements in the most cost-
efficient manner possible.” [83]

Definition 3: “Trade studies are decision-making activities used to
identify the most acceptable technical solution among a set of proposed
solutions.” [1]

Definition 4: “Trade study is a formal decision-making methodology
used by integrated teams to make choices and resolve conflicts during
the systems engineering process.” [84]

Definition 5: “A trade study is a decision-making method used to
identify the best solution among a group of proposed solutions.” [28]
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The trade study is a formal tool to support decision-making. A comparison of
alternative solutions determines whether or not they meet certain criteria of the
preferred solution. A trade study is an objective comparison of the performance, costs,
timetable, risks, and other reasonable criteria of the alternative.

Trade studies aim at supporting decision-making throughout the system’s
lifecycle and providing an objective basis for the selection of one or more alternative
solutions of an engineering problem. Once a set of alternatives has been identified, a
trade study team analyzes the alternatives by using a series of decision-making
criteria. These criteria are ‘traded’ to determine the most balanced and recommended
alternative. Additionally, a trade study records the requirements, assumptions, criteria,
and priorities used in making decisions. This is useful, as new information is often
encountered, and decisions are therefore re-evaluated [1].

The following sections present the trade study processes and evaluation
methods.

1.5.1 Trade study process

The worldwide SE community has acknowledged and is currently using various
trade study processes. This section describes and analyzes the most popular ones that
are introduced by NASA, NAF, Reiter, and MITRE.

Trade study process by NASA
NASA introduced the trade study process in 2016 which assists the decision-
maker in selecting the most suitable alternative from a set of several viable alternatives
[85]. The whole trade study process involves twelve steps (Fig. 1.5).
Identify project/system goals and objectives
and constraints.

Identify functional and interface requirements
for lower level of resolution

Identify minimum set of requirements to be met
at the immediate higher level of resolution

Define selection rule

Identify plausible options

Identify attributes to assess against each option

Define measurement/assessment method(s)

*Consi the following
Adjust this and/or any 1. Have th.e goals/objectives and
constraints been met?

other options 2. Isthe tentative selection robust?

3. Is more analytical refinement needed
to distinguish among alternatives?

4. Have the subject aspects of the
problem been addressed?

5. Does it meet the content and intent of

the selection rule?

Collect data on each alternative (from analyses, tests,
model and simulations, risk assessment, previous missions, lessons
learned) to support evaluation by selected measurement methods

Redefine selection rule

* Compute an estimate of system effectiveness, performance or or continue

technical attributes, and cost (cost benefit) for each alternative
* Compute or estimate ranges
* Perform sensitivity analyses

Proceed to further
resolution of system
design, or to
implementation

* Is selected

Select option

option
acceptable?

Fig. 1.5. Trade study process introduced by NASA [85]
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The proposed trade study process begins by acquiring knowledge and
understanding the project or system goals, objectives, and constraints as they may be
affected by the results of the trade studies. Functional analyses are conducted to
understand the full impact of the objectives and to formulate the appropriate system
analyses. Then, a set of plausible alternatives is defined that may achieve the goals
and objectives of the system. Furthermore, a set of selection rules is defined which
are expected to clearly determine how the variables of the results will be used to select
the preferred alternative.

Next, the analytical portion of trade studies begins, which consists of three steps.
First, the system’s effectiveness, performance, and cost measures along with the
applicable measurement methods are defined. Second, the data on each alternative is
collected to support the evaluation of the measurements by the chosen measurement
methods. Third, each alternative is evaluated and calculated on the basis of the
indicated measures, while also including the uncertainty range and sensitivity
analysis.

After the evaluation of the alternatives, the person or group responsible should
make a tentative selection. If the tentative selection is not acceptable, the trade study
must be repeated.

Trade study process by NAF

NAF specification describes a wide range of activities of the architect in
creation, implementation, and management of the architecture [40]. The trade study
is one of the presented processes which consists of twelve steps (Fig. 1.6).

2. Refine the list of 3. Define the evaluation
stakeholders, their concerns criteria from the concerns of 4. Determine techniques,
and questions with regards the stakeholders, with their methods and tools for
to the enterprise motivation relative importance performing the evaluation
data (priorities, weights, etc.)

1. Define the evaluation
objectives from the
Enterprise Architecture
vision

8.Choosethe best
alternatives of Enterprise
Architectures with rationale
against the enterprise
motivation data

5. Evaluate each
architecture alternative with
collection and
understanding of required
information

7. Performtrade study
6. Formulate the findings analysis with estimate of
per architecture alternative risk, cost, value and
opportunities

9. Perform gap analysis
between the evaluation
objectives and the achieved
architecture evaluation

10. Finalize and review the 11. Request for change of 12. Create architecture
Enterprise Architecture the alternatives of evaluation document for this
evaluation results architectures as necessary iteration

Fig. 1.6. Trade study process by NAF

The proposed trade study process begins with the definition of the evaluation
objectives and the refinement of the list of the stakeholders. Then, according to the
interests of the stakeholders, the evaluation criteria are defined by priority and weight.
Accordingly, the technologies, methods, and tools used for the evaluation are
determined. After the previous step has been completed, each architecture alternative
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is assessed according to the specified criteria. Then, a trade study analysis is
conducted to assess the risks, costs, and opportunities.

Finally, the responsible person chooses the best alternative and presents the
justification. Then, the three final activities are carried out: (1) the gap analysis
between the objectives of the evaluation and the results obtained from the evaluation;
(2) the finalization and review of the results of the evaluation; (3) documentation of
the architecture evaluation.

Trade study process by J. Reiter

Reiter introduced a trade study process in 2016 to compare several alternatives
concerning the performance, cost, schedule, risk, and all other reasonable criteria
of all realistic alternative requirements [86]. The whole trade study process evolves
in seven main steps (Fig. 1.7).

Establish the study problem
+ Develop a problem statement | . Review inputs

+ |ldentify requirements and con- « Check requirements and con-

straint.a . . straints for completeness and
+ Establish analysis level of detail conflicts

+ Develop customer-team com-

* munication

Select and set up methodology
+ Choose trade-off methodology Identify and select alternatives
+ Develop and quantify criteria, ' « |dentify alternatives
including weights where + Select viable candidates for study
appropriate

v

Analyze results

+ Calculate relative value based Measure performance
on chosen methodology + Develop models and measure-
+ Evaluate alternatives ‘_ ments of merit
+ Perform sensitivity analysis + Develop values for viable
+ Select preferred alternative candidates

Re-evaluate results

> Document process and results

Fig. 1.7. Trade study process introduced by Reiter [86]

First, the problem is established by determining the necessary information,
requirements, constraints, and the detailed level of analysis to be needed. Then,
requirements and constraints are checked to ensure the accuracy and conflict while
communication with the customers is being established. Third, the trade study
method, criteria, and the corresponding weighting systems are determined. Afterward,
all the alternatives are identified, and potential candidates are selected for the study.
The model is then developed to measure the quality of each design and assign a value
to each alternative. Then, the result is analyzed, based on the chosen method,
calculated values, evaluated alternatives, and performed sensitivity analysis. The
results of the trade study are recorded.
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Trade study process by MITRE
The MITRE organization presented a trade study process in 2021, which leads
to a justifiable and objective trade study [87]. The whole trade study process involves
nine principal steps (Fig. 1.8).
Steps
1. Plan

. Identify Requirements
. Identify Alternatives

. Formulate Selection Criteria

. Define Scoring Criteria Scales

. Conduct Evaluation

2
3
4
5. Weight Selection Criteria G
6
7
8. Conduct Sensitivity Analysis (if needed) - -
9

\4

. Report Trade Study Results

Fig. 1.8. Trade study process introduced by MITRE [87]

First, the scope of the study is determined by identifying the available resources,
time, environments, and other parameters required prior to the study [87]. After
determining the scope of the trade study, the trade study plan must be documented
and agreed with the supporting organization. Then, the requirements to be used as a
basis for the study are identified. It shall also include any design constraints that bound
the selection of alternatives and the criteria used to conduct the evaluation. Third,
possible solution alternatives are identified. Alternatives should be sufficiently similar
to enable a relevant comparison using criteria and the associated measures. Fourth, a
set of the trade study criteria is developed. The criteria should be applied to all the
alternatives and be relevant to the requirements. Next, the relative weights and scoring
scales are assigned to each criterion.

Once all the necessary data has been identified, the evaluation of the alternatives
follows. Evaluation data is converted into total scores for each alternative by using
scales and weights. If necessary, sensitivity analysis may be carried out to examine
the scores and criteria for each alternative. Finally, all the data must be documented
with results and recommendations. Recommendations should be based on the written
basis and include one alternative or other permutations.

A review of the trade study processes showed that most of the existing trade
study processes: (1) do not provide the formally defined trade study process; (2) define
only the main flow of the trade study excluding details of alternatives evaluation, such
as specific evaluation methods, techniques with algorithms or constraints; (3) are not
adapted to the domain; therefore, they provide only general steps and use general
terminology; (4) do not provide any guidance how to apply the trade study process in
the MBSE environment; (5) do not define roles or input/output data for each process
step.

The following sections present the evaluation methods used in the trade study
process.
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1.5.2 Multi-criteria decision analysis methods

Multi-criteria decision analysis (MCDA) is an instrument that supports decision
makers facing numerous and conflicting assessments [88]. The aim of MCDA is to
highlight conflicts between alternatives and find a way to reach compromises in a
transparent process. Additionally, this approach is highly flexible, and the results can
be quantified in non-monetary terms and expressed in ordinary or numerical terms
[89].

MCDA is a relevant research object among the scientific community. Thesis by
Morkevicius [47] proposed a method for aligning business and information systems
based on enterprise architecture models modeled on the UPDM principles. Business
and information systems are aligned by multiple criteria to identify incompleteness,
thus helping to achieve a higher level of the quality of business and information
systems alignment. The paper [90] described the system for security management
based on the MCDA principles. The paper [91] developed a method that uses a mixed
selection strategy for MCDA under complex uncertainty.

Currently, several methods can be used to implement MCDA, but each method
varies in how the stakeholders’ inputs are collected and handled. This section briefly
describes five most common MCDA methods: the Multi Attribute Utility Theory
(MAUT), the Pugh method, Multivariate analysis (MVA), the Analytic Hierarchy
Process (AHP), and the Technique for Order Preferences by Similarity to Ideal
Solutions (TOPSIS).

MAUT

MAUT is a technique for supporting decision-making when decision-makers
have to choose from a limited range of available alternatives [92]. In MAUT, the
overall assessment of the alternatives is defined as weighted addition of their values
relative to their relevant attributes. This technique requires decision makers to
evaluate the alternatives separately for each attribute. For example, decision-makers
assign the relative weights to various attributes. Then, the value and the weight are
combined and grouped by the formal model, which generates a comprehensive
assessment of each alternative [93].

The linear additive preference function is mainly used, but other functions can
also be used, for example, the Keeney and Raiffa function [94]. Keeney and Raiffa
and Von Winterfeldt and Edwards are important researchers in this field.

Although the actual application of MAUT varies, all of these procedures include
the following five steps [93]:

1. Define alternatives and value-relevant attributes;

2. Evaluate each alternative separately on each attribute;

3. Assign relative weights to the attributes;

4. Aggregate the weights of the attributes and single attribute evaluations of
the alternatives to obtain an overall evaluation of alternatives;

5. Perform sensitivity analyses and make recommendations.
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Pugh method or decision-matrix method

Stuart Pugh introduced the Pugh method in 1981 [95]. This method is a
qualitative selection technique using a range of alternatives to choose the best solution
[96]. It helps to determine which solution is more valuable than the other options.

The Pugh matrix is a priority matrix comparing the alternative solutions to the
already existing solutions or to the benchmarks that will be achieved in the near future
[97]. Engineers are using the Pugh matrix extensively to improve and facilitate the
selection process of structured concepts [98]. Wurthmann observed that the Pugh
matrix can maximize the potential of innovative solutions in decision-making and
creativity [96].

MVA

MVA is a series of techniques that are used to analyze a dataset containing more
than one variable [99] [100]. Therefore, it is strongly recommended to use MVA to
investigate the interrelationship between different attributes of the data so that to
identify groups and correlate the underlying data with the graphics based on this
analysis [101] [102] [103]. Initially, the multivariate analysis technology was used in
statistics to reveal causal relationships. Today, the MV A methods are used in a variety
of fields: economy, data mining, linguistics, etc.

The MVA technique is divided into two groups according to the relationship
with the data: dependence and interdependence. Dependence methods are used when
one or more variables depend on another variable by looking at the cause and the
effect. The dependency method includes such techniques as multiple regression,
conjoint analysis, multiple discriminant analysis, linear probability models,
multivariate analysis of variance, structural equation modeling, and canonical
correlation analysis.

The interdependence method consists of understanding the structure and the
underlying patterns of the dataset. In this case, there is no variable dependent on other
variables, and thus the causal relationship is not considered. In contrast,
interdependence methods are aimed at giving meaning to a set of variables or grouping
them in a meaningful way. The interdependence methods include factor analysis,
cluster analysis, and correspondence analysis.

The main advantage of MVA is that it takes into account several factors. It
examines different independent variables influencing the dependent variables.
However, MVA requires more complex computations to obtain the answers. The
governance and preparation required for MVA are usually much more complex and
time-consuming.

AHP

AHP was introduced in 1970 by Thomas L. Saty. AHP is a multi-attribute
methodology providing proven and effective ways to address complex decision
making [104]. This method helps to identify and weigh the selection criteria, analyzes
the data collected for these criteria, and accelerates decision-making processes [88].
AHP shows the decision of compatibility and incompatibility: the remuneration of
multi-criteria decision-making [105] [106]. Furthermore, paired comparison
facilitates judgment and calculation. AHP provides the appropriate decision-making
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framework by quantifying its criteria and alternatives and by linking them to the
overall objective [107]. Typically, the AHP process contains five main steps:

1. Define the goal of the decision;

2. Structure the decision problem in a hierarchy;

3. Pair comparison of criteria in each category;

4. Calculate the priorities and the consistency index;

5. Evaluate the alternatives according to the priorities identified.

AHP is widespread in the scientific community and is associated with such
distinct fields as engineering, medicine, and other sciences. The main advantage of
AHP is its usability. AHP solves tedious problems by breaking them down into
smaller steps [108]. Furthermore, authentic information sets do not need to be
supplied. The structure of AHP provides an easy way for a researcher to deal with
complex issues. However, AHP uses accurate properties for its solutions and can
identify only direct models whose output specifically matches its information [109].

TOPSIS

TOPSIS was introduced in 1981 by Ching-Lau Hwang and Yoo as the MCDA
method [110]. “TOPSIS is based on the fundamental premise that the best solution
has the shortest distance from the positive-ideal solution, and the longest distance
from the negative-ideal one. Alternatives are ranked with the use of an overall index
calculated based on the distances from the ideal solutions™ [111].

The main strengths of the TOPSIS method are simplicity, rationality, good
computational efficiency, and the ability to measure the relative performance of each
alternative in a simple mathematical form [112]. The main weaknesses of TOPSIS are
that the use of the Fuclidean Distance does not take into account the correlation of
attributes and does not provide a way of ensuring consistency in the weight control
[113].

A comparison of the five MCDA methods is presented in Table 1.7 by covering
their main strengths and weaknesses.

Table 1.7. Summary of MCDM methods

Method Strengths Weaknesses
MAUT = Takes uncertainty into account | = Needs a lot of input data
= Can incorporate preferences = Preferences need to be precise
Pugh = Simplicity = Value assignments are subjective
= Does not require a large set of = Criteria list is arbitrary
data
MVA = Examines different = Requires complex computations and
independent variables high-level mathematics
influencing dependent = Requires a large set of data
variables
= Easy to perform with statistical
packages
AHP = Simplicity = Interdependence of criteria and
= Scalability alternatives can result in
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Method Strengths Weaknesses
= The hierarchy structure can be inconsistencies between judgment
easily adjusted to adapt to and ranking criteria
many differently-sized = Experts’ usage to determine weights
problems
= Not data intensive
TOPSIS | = Simplicity = The use of Euclidean distance does
= Computational efficiency not consider the correlation of
= Ability to use mathematical attributes
forms to measure alternatives = Difficult to weigh and maintain the
coherence of judgment

Analysis of the MCDA methods disclosed that: (1) Pugh, AHP, and TOPSIS
methods are easy to apply; (2) MVA is easy to apply, but only when statistical
packages are used; (3) MAUT and MV A methods require a large set of input data and
complex computations including high-level mathematics; (4) Pugh and AHP are not
data intensive; (5) AHP is the only method that could be used with a large set of
criteria due to its scalability and structure.

1.5.3  Sensitivity analysis

Sensitivity analysis (SA) is a method studying the effects of input uncertainty
on the response to the model output [114] [115] [116]. Sensitivity analysis is used to
determine the reliability of a system result and to understand the relationship between
the variables and their relative influence on the performance of the system [117] [118].
If there are significant output differences when changing a range of the input variables,
the output is sensitive. If the output does not change significantly, then, the output is
insensitive or robust. Sensitivity analysis is a common method used in a variety of
fields [119] [120] [121], including economy, multi-criteria decision making,
engineering, chemistry, and others.

The methods of sensitivity analysis are divided into two main groups: local
sensitivity analysis and global sensitivity analysis.

Local Sensitivity Analysis

Local SA is an approach for assessing changes in the model output based on the
changes in the input of a single parameter [122] [123]. The input parameter is changed
one at a time, and the other parameters are kept unchanged. Typically, a local SA is
used if the output of a model is linearly linked to parameters near a particular nominal
value [122]. Local sensitivity is a great tool when calibrating models. It can help
determine which parameters should be changed to ensure that the system reproduces
the desired result.

The main limitation of local sensitivity analysis is that it does not allow
evaluation of all model parameters simultaneously, since it only examines small parts
of the design [124]. Furthermore, interactions between parameters cannot be
evaluated. However, local SA methods are preferable to large systems because they
require less computing power than the global SA.

Local SA can be carried out by using several possible methods, such as:
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o The One-at-a-time (OAT) method involves setting and changing one
parameter at a time while all other parameters remain fixed [125]. It
changes an input parameter (Xi) and measures the impact it has on the
output (Y). Typically, parameters are changed by 20% [126] [127]. The
sensitivity by the OAT method is calculated on the basis of Equation (1).

o AY
sensitivity = %, (D

e The Partial derivatives method involves a partial derivative of the output
factor (Y) in relation to the input factor X; [128]. The sensitivity by the
partial derivative method is calculated on the basis of Equation (2).

OV
sensitivity = %, 2)

o The Sensitivity index is a number calculated by defined algorithms that
provide information about the relative sensitivity of the results of different
parameters in the model [129]. The higher is the sensitivity index, the
higher is the sensitivity of the result to the changes in that parameter. The
sensitivity index is calculated on the basis of Equation (3).

sensitivity = ‘max—min 3)
Global Sensitivity Analysis

Global SA is an approach to simultaneously changing all the parameters in the
parameter space [122]. This allows simultaneous evaluation of the relative
contribution of each parameter and the interaction between parameters with the
deviation in the model output. Global SA focuses on variations in the model output
and determines how the input parameters affect the output parameters. It provides a
quantitative and rigorous view of how different inputs affect the output.

Global SA can be used without knowing the unknown parameters and
performed before the calibration process of the model [130]. Additionally, global SA
can be used to reduce parameters when the results of particular parameters have no
impact on the change. In general, global SA is preferred, if possible, for being more
detailed. However, large-scale systems require higher computational power, thus
making SA prohibitively expensive.

There are various global SA methods available, such as the Sobol method,
Fourier amplitude sensitivity analysis (FAST), multiparametric sensitivity analysis
(MPSA), and partial rank correlation coefficient (PRCC). [131] paper provides the
comparison of these global SA methods by including their essential features,
advantages, and limitations.

Analysis of local and global SA methods, about which, we can disclose that: (1)
the local SA determines sensitivity to changes in a single parameter value, while the
global SA examines sensitivity to the whole distribution of parameters; (2) the global
SA for large systems is very expensive in terms of the computational power, while the
local SA requires less computational power.
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1.6

Analysis conclusions

Conclusions for this chapter are as follows:

1.

Analysis of ADFs revealed that the currently existing ADFs do not define
how a trade study for SoS architectures should be conducted, nor do they
provide a formalized trade study process. ADFs provide only a basis for
collecting the data required for trade studies from the architecture point of
view. However, no concepts are provided that are needed to specify the
specific trade study data, such as a set of the selection criteria or the
priority level of a specific criterion.

Analysis of the automated analysis techniques, including the execution of
standard-based UAF models, revealed that: (1) wvalidation rules,
validation-based metrics, requirements verification, and simulation are
appropriate techniques to automate architecture analysis in the MBSE
environment. However, each technique has its own purpose and the
specific scope in architecture analysis; (2) fUML, PSCS, and PSSM
standards together provide a robust foundation for the execution of UML
models. As UAFP is an extension of the UML and SysML profiles, it can
be concluded that UAF models can be executed with the already existing
standard-based approaches. However, there are some limitations that
require the application of certain workarounds.

Analysis of MBSE, UAF, and fUML revealed that they are suitable means
for automating evaluations of alternative SoS architectures in the trade
study process. However, extensions of the UAFP metamodel are
necessary to perform a trade study in the MBSE environment, as it lacks
specific concepts to define and perform a trade study in MBSE, along with
UAF and fUML.

Analysis of the trade study processes showed that the majority of the
existing trade study processes: (1) do not provide a formally defined trade
study process; (2) define only the main flow of a trade study, while
excluding details of alternative evaluation, such as specific evaluation
methods, techniques with algorithms or constraints; (3) are not adapted to
the domain; therefore, they provide only general steps and use general
terminology; (4) do not provide any guidance on how to apply the trade
study process in the MBSE environment; (5) do not define the roles or
input/output data for each process step.

Analysis of the MCDA and SA methods disclosed that: (1) most MCDA
methods are easy to apply; however, their use is hampered by the need to
provide a large set of input data and the application of complex
computations; (2) AHP is the only method that is easy to apply, not data
intensive, and can be used in a large set of criteria due to its scalability
and structure; (3) the local SA is appropriate when the sensitivity of a
particular selection criterion is sought. Meanwhile, performing a global
SA would change several selection criteria at the same time, and therefore
it would not be possible to obtain accurate data on the sensitivity of a
specific selection criterion.
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2 UT3SA: UAF-BASED TRADE STUDY METHOD FOR SoS
ARCHITECTURES

The UT3SA method aims to guide SoS engineers through the trade study
process in the MBSE environment. This method helps to indicate the most preferred
alternative solution among several alternatives by performing various analyses. In
order to autonomize the analysis in the MBSE environment, the validation-based
metrics, requirements verification and simulation techniques are chosen. Furthermore,
the UT3SA method provides guidelines on how to prepare the executable model in
the MBSE environment for an automated trade study.

The UT3SA method is based on the SoS architecture modeled by using the UAF
principles. The method is constituted of two main parts (Fig. 2.1): (1) the UAF-based
trade study process; (2) analysis algorithms and guidelines in the MBSE environment.

~
|

UT3SA method

~
|

Analysis algorithms &
UAF-based trade guidelines in the

study process MBSE

Evaluation by Sensitivity

Initial evaluation - o .
selection criteria analysis

Fig. 2.1. Structure of the UT3SA method

The UT3SA method summarizes the currently available trade study processes
and links them with the UAF that is applicable to many domains rather than their
accosters: MODAF, DoDAF, or NAF. In order to simplify analyses of the trade study
process, UT3SA provides guidelines and algorithms to perform three specific
analyses: (1) initial evaluation; (2) evaluation algorithm by selection criteria; (3)
sensitivity analysis.

This chapter includes five parts. The first part describes the UAF-based trade
study process. The second part introduces techniques for the initial evaluation in order
to define the quality of the architecture of each alternative solution. The third part
presents the method for evaluating alternative solution architectures and performing
sensitivity analysis in the MBSE environment. The fourth part provides a comparison
of the UT3SA method to other trade study processes and methods. The fifth part
summarizes the UT3SA method.
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2.1 UAF-based trade study process

The presently introduced trade study process has been designed to incorporate
automated methods while performing a trade study. The process is fully compatible
with UAFP. Furthermore, the proposed trade study process includes the necessary
steps when a trade study is conducted as a result of an acquisition process.

The trade study process involves five main roles:

SoS Engineer defines the preferred SoS logical architecture, as well as
determines the capabilities of and the requirements for SoS. The SoS
engineer models the views of two UAF domains: Operational (Op) and
Strategic (St).

Trade Study Lead manages the entire trade study process. The trade
study lead initiates the process, brings together experts from
multidisciplinary fields in a trade study team, and identifies the crucial
capabilities and operational requirements of the preferred SoS that must
be met. Additionally, this role is responsible for preparing reports and
communicating with contractors.

Trade Study Experts Group establishes the selection criteria and
weights that are used to evaluate the architecture of each alternative SoS
solution. In addition, this role gathers the necessary data for each
alternative SoS architecture and summarizes the results of the two key
evaluations: Base Check and Deep Check. The trade study experts group
incorporates two sub-roles: the expert and the chief expert. The expert
role is responsible for establishing the selection criteria and assigning
the weights, meanwhile, the chief expert role is responsible for
reviewing and approving the set of the selection criteria and the Base
Check final results.

Decision-Making Authority makes the final decision after the two
main evaluations: the Base Check and the Deep Check. This role may
also review the defined key capabilities, operational requirements, and
measurements, as well as review the terms due to the acquisition
process.

Contractor prepares the solution architecture based on the preferred
SoS requirements. The contractor models the Resource domain (Rs)
views of UAF.

Fig. 2.2 presents the proposed trade study process which consists of ten main
stages. At each stage of the process, the role that performs the process is assigned, the
input/output data is defined, the occurrence is identified, and the process order is set.
The following figure is a detailed explanation of all stages of the UAF-based trade
study process.
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Fig. 2.2. UAF-based trade study process

Define logical architecture (Op domain)

Logical architecture is one of the three main abstraction levels of ADF defining
detailed functional requirements. This stage indicates the ‘what’ that must be achieved
by the preferred solution [132]. The Op domain defines the tasks and activities
necessary to perform operations and meet the needs and expectations of the

stakeholders.

In this stage, the SoS engineer models the UAF Op domain views to describe
the preferred SoS logical architecture. In addition, the SoS engineer also sets out what
SoS aims to accomplish and who is responsible for it.

Responsible role: SoS Engineer

In: Stakeholder needs

Out: Logical architecture (Op domain view model)

Occurrence: Only once

Identify capabilities (St domain)

In order to achieve a strategic vision, capabilities with certain functions and
implementation for resources are identified. “Capability is the ability of an enterprise
to achieve a desired system along with specified measures” [17].
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In this stage, the SoS engineer models the St domain views of UAF. The set of
identified capabilities and capability requirements specifies what characteristics they
will feature and at what level so that to meet the identified requirements of the
stakeholders. In addition, traceability links are established between the capabilities
and the operational requirements.

Responsible role: SoS Engineer

In: Op domain view model

Out: St domain view model with traceability links to Op domain model
Occurrence: Only once

Define terms and conditions for the acquisition process

When a trade study is carried out as a result of an acquisition process, the terms
and conditions should be defined in accordance with the applicable government
regulations. It is essential to ensure that all contractors have a level playing field.

In this stage, terms and conditions must be defined, such as the requirements for
the contributors, the requirements for the solution, the key dates, and other points.
Regardless of whether an acquisition process is involved in a trade study, it is
recommended to define the internal rules for communication, the responsible people,
the selection procedures, and other criteria.

Responsible role: Decision-Making authority

In: Government regulations

Out: Terms and conditions for the acquisition process
Occurrence: Only once

Identify key requirements

The preferred solution includes a number of capabilities, operational
requirements and measurements that must be satisfied in order to achieve the expected
functionality. However, due to time and resource constraints, it is important to ensure
that the chosen solution possesses the critical features.

In this stage, the trade study lead identifies the key capabilities, the operational
requirements and the quantitative measurements that must be satisfied. In addition, it
can be prioritized. Prioritization is useful if no alternative can meet all the crucial
requirements.

Responsible role: Trade study lead

In: St and Op domain models

Out: Key capabilities (St domain), operational requirements (Op domain), quantitative
measurements

Occurrence: Only once

Provide solution architecture (Rs domain)

Once the acquisition process begins, contractors can get familiarized with the
terms and requirements, and decide whether they will participate in the acquisition. A
confidentiality disclosure agreement can be signed if necessary.

In this stage, each contractor models the Rs domain views of UAF. The
contractors have access to the St and Op domain models to prepare their solution
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architecture based on the preferred SoS requirements. Each contractor should submit
its solution architecture prior to the specified deadline.

Additionally, if a trade study is not involved in an acquisition process, a set of
alternative solution architectures should be identified at this stage.
Responsible role: Contractor
In: Terms and conditions for the acquisition process; Op and St domain models
Out: Set of Rs domain models with traceability links to St and Op domain models
Occurrence: For each alternative solution architecture

Define Selection Criteria

The selection criteria must be clearly set out how the outcome variables will be
used to choose the preferred alternative solution architecture. A set of selection criteria
is determined by taking into account the domain of the preferred system, its critical
aspects, and the stakeholders’ needs.

In this step, the group of trade study experts defines a set of the selection criteria
(Fig. 2.3) to be used for the evaluation of each plausible SoS solution architectures.
Each selection criterion should have a weight assigned that would reflect its criticality.

Op-Pr [Operational Activity] Define selection criteria )
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Expert Chief Expert

2
[«OperationaIActivityAction» D]

o
&
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«OperationalActivityAction» £ | Are there any
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1[No]
A4
«OperationalActivityAction» &
Approve weighted selection
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®

Fig. 2.3. UAF-based trade study subprocess — Define selection criteria

Responsible role: Trade study expert and chief expert

In: Op and St domain models; Key capabilities, operational requirements,
measurements

Out: Selection criteria with assigned weights

Occurrence: Only once
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Perform the Base Check

The base check refers to the initial analysis of SoS solution architectures. This
check is intentionally separated from the evaluation of alternative solution
architectures by the selection criteria. There are several reasons for carrying out a
separate initial check: (1) determining the quality for each alternative solution
architecture; (2) the set of solution architectures is narrowed down by choosing only
the plausible one(s); (3) the final results of an evaluated alternative solution
architecture may be distorted due to its poor quality.

In this stage, the trade study experts group is responsible for the initial checking
of the architecture of each solution. This stage determines whether the alternative
solution architecture is of sufficient quality for comprehensive evaluation by the
defined trade study selection criteria.

Responsible role: Trade study experts group

In: Op and St domain models; Rs domain model; Key capabilities, operational
requirements, measurements

Out: Base Check results on each alternative; Set of plausible alternatives
Occurrence: For each alternative solution architecture

Includes simulation: Yes

Perform Deep Check

The base check stage is completed by establishing a set of plausible alternative
solution architectures. The deep check refers to the detailed analysis of the plausible
alternative solution architectures by using the selection criteria. In this stage, the trade
study experts group is responsible for checking that each plausible solution
architecture is evaluated on the basis of the selection criteria.

Responsible role: Trade study experts group

In: Op and St domain models; Rs domain model; Selection criteria; Plausible
alternative solution architectures

Out: Deep Check results on each alternative; Preferred alternative

Occurrence: For each alternative solution architecture

Includes simulation: Yes

Capture key decision and rationale
When the Deep Check has been completed, the decision-making authority
reviews the Base Check and the Deep Check results in order to make a final decision.
Any part of the trade study can be repeated if necessary to obtain more accurate data.
In this step, the decision-making authority captures the key decision in terms of
whichever alternative solution architecture is the most balanced one based on the
requirements. The decision shall be accompanied by a formal rationale. However, if
none of the alternatives meets the requirements, the decision-making authority may
refuse to select the preferred alternative solution. This step may lead to a review of
the requirements and the evaluation criteria of the trade study.
Responsible role: Decision-Making Authority
In: Results of the Base Check and Deep Check
Out: Formal decision and rationale
Occurrence: Only once

53



Provide feedback for contractor

Once the decision-making authority has chosen the preferred alternative
solution architecture, the end of the competition in the acquisition is announced.

In this step, the trade study leader or any other involved person provides the
feedback of the trade study results to each contractor who has submitted their solution
architecture.

Responsible role: Trade Study Lead

In: Formal decision and rationale

Out: Feedback of the trade study results to each contractor
Occurrence: For each alternative solution architecture

2.1.1 Base Check

The initial evaluation of the submitted SoS solution architectures begins with
the Base Check (Fig. 2.4). The purpose of this stage is to check whether SoS solution
architectures meet the key requirements and to determine their quality. Poor-quality
architecture can be eliminated from the trade study. The following is a detailed
explanation of all the stages of the Base Check.
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Fig. 2.4. UAF-based trade study subprocess — Base Check
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Check the coverage of key requirements

The base check stage starts with the coverage check of key requirements that
were set out in the ‘Identified key requirements’ stage. Satisfaction with the key
capabilities, operational requirements and measurements implies that the required
functionalities and features of the preferred solution are covered.

In this stage, the trade study expert is responsible for verifying that each
submitted solution architecture (Rs domain model) meets the critical capabilities,
operational requirements, and measurements. This stage should be followed by a
formal inspection report containing details of the coverage of the key requirements.

Responsible role: Expert

In: St and Op domain models; Key capabilities, operational requirements,
measurements; Plausible alternative solution architectures

Out: Report of the key requirements coverage

Occurrence: For each alternative solution architecture

Includes simulation: Yes

Perform a Horizontal and Vertical quality assessment

The horizontal quality assessment refers only to determining the quality of the
solution architecture (Rs domain model). Vertical quality assessment refers to
determining the quality of the solution architecture (Rs domain model) by checking
traceability links against the St and Op domain models. This stage aims to determine
the quality of each solution architecture so that only plausible solution architectures
for the next stage would be selected.

In this stage, the trade study expert is responsible for determining the quality of
each alternative solution architecture. The alternative Rs domain models are checked
against the predefined St, Op, and Rs domain rules based on the UAF principles. This
stage should be followed by a formal inspection report containing details of the quality
assessment.

Responsible role: Trade Study Expert

In: St and Op domain models; Rs domain model; Horizontal and Vertical quality
assessment rule set

Out: Quality assessment report

Occurrence: For each alternative solution architecture

Includes simulation: Yes

Determine plausible alternatives

The alternative solution architecture that has reached the acceptable quality level
is called a plausible alternative.

In this stage, the trade study expert is responsible for determining a set of
plausible solution architectures that will be evaluated in the subsequent stages.
However, at this stage, a decision may be made to allow the contractors to refine their
solution architecture so that their solution can be further evaluated.

Responsible role: Expert
In: Quality index for each alternative solution architecture
Out: Set of plausible alternatives
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Occurrence: For each alternative solution architecture

Review Base Check results

In this stage, the chief expert reviews the results of the base check and the set of
the plausible solution architectures. If necessary, any stage of the base check can be
repeated.
Responsible role: Chief Expert
Inputs: Quality index for each alternative; Quality assessment report; Key
requirements coverage report; Set of plausible alternatives
Occurrence: For each alternative solution architecture

Repeat assessments

In this stage, the trade study expert is responsible for repeating any required
assessments of the plausible alternative solution architectures requested by the chief
expert after reviewing the final results of the base check.

Responsible role: Expert

Inputs: St and Op domain models; Key capabilities, operational requirements,
measurements; Plausible alternative solution architectures; Rs domain model;
Horizontal and Vertical quality assessment rule set

Outputs: Quality assessment report; Key requirements coverage report; Set of
plausible alternatives

Occurrence: For each alternative solution architecture

Approve Base Check results
This stage is followed by a formal decision and the rationale according to the
established set of plausible solution architectures.
Responsible role: Chief Expert
Inputs: Quality index for each alternative; Quality assessment report; Key
requirements coverage report; Set of plausible alternatives
Outputs: Official decision and rationale
Occurrence: For each alternative solution architecture

2.1.2 Deep Check

The comprehensive evaluation of the plausible SoS solution architectures begins
with the Deep Check (Fig. 2.5). This stage aims to choose the most preferred solution
architecture which meets the major requirements and characteristics. The following is
a detailed explanation of all the stages of the Deep Check.

Evaluate each alternative by selection criteria
The deep check stage begins with the evaluation of each plausible solution
architecture according to the established selection criteria. The plausible solution
architectures are assessed by their general satisfaction with the desired characteristics.
In this stage, the trade study expert is responsible for evaluating each plausible
solution architecture against the established selection criteria. Each evaluated
plausible solution architecture receives its overall score.
Responsible role: Expert
In: Set of plausible solution architectures; Selection criteria
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Out: Final score for each alternative; Analysis report
Occurrence: For each alternative solution architecture
Includes simulation: Yes
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Fig. 2.5. UAF-based trade study subprocess — Deep Check

Perform sensitivity analysis

A summary of the evaluation results by the selection criteria may show that
several alternatives have been given a close or even equal score. In this case, a
sensitivity analysis is carried out to verify the choice of the preferred solution
architecture. Since weight factors and quantitative data can have an arbitrary aspect,
sensitivity analysis is essential [133].

In this stage, the trade study expert is responsible for performing the sensitivity
analysis for the solution architectures getting similar scores. This stage may lead to a
review of the selection criteria and their weight. The criteria that have no effect may
be excluded from the scope of the sensitivity analysis.

Responsible role: Expert

In: Set of plausible solution architectures with a similar score

Out: Preferred alternative; Official report on the analysis results
Occurrence: For each alternative solution architecture with a similar score
Includes simulation: Yes

Select preferred solution architecture

In this stage, the trade study chief expert reviews the results of the deep check.
This stage aims to choose the most preferred solution architecture based on the
analysis results.

Responsible role: Chief Expert
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In: Official reports on the base and deep analysis results
Out: Preferred alternative
Occurrence: Once

Sanity Check

Sanity check is an engineering judgment to ensure that the proper decision has
been made. In this stage, the trade study chief expert is responsible for re-evaluating
the chosen and preferred solution architecture. This stage aims to briefly confirm
whether the preferred solution architecture satisfies the essential requirements and
desirable features.

Responsible role: Chief Expert

In: Preferred solution architecture; Key capabilities, operational requirements,
measurements; Report on the base and deep analysis results

Out: Report on the analysis results

Occurrence: Once

2.2 UAF-based trade study subprocess — Base check

This section features two parts. The first part describes a coverage check of the
key capabilities, operational requirements, and measurements. The second part
introduces a set of validation rules, which is defined with the objective to determine
the quality of the architecture of each alternative solution.

2.2.1 Coverage check of key requirements

Satisfaction with the key requirements implies that the expected functionality of
the preferred solution has been covered. In order to identify the key capabilities,
operational requirements or measurements, the Critical stereotype is introduced (Fig.
2.6) that extends the UAF domain metamodel (DMM).

The coverage of the key capabilities and operational requirements is carried out
by checking traceability links. The logical entity identified at the upper abstraction
level must be associated with resources at the lower abstraction level.

As quantitative key measurements can be parametrized, a new verification
process is introduced for that kind of verification (Fig. 2.7). Two types of requirements
are checked in the course of the verification: parametric and dynamic. The parametric
requirement defines a restriction only to a system parameter (e.g. the mass shall not
be greater than 1500 kg). The dynamic requirement requires verification of a defined
parameter at the specific behavioral moment of SoS (e.g. the wheel speed shall be
equal or greater than the wheel speed before a gear upshift).

The following figure explains all the steps of the requirements verification
process. A prerequisite is the identified key measurements.
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Fig. 2.6. Extended UAF DMM scope for the identification of key requirements

Define analysis context

In order to perform various analyses without modifying the original system
architecture, the context of analysis should be used. “The analysis context reflects the
structure of the analyzed system” [134]. In this step, the analysis context for the key
requirements coverage should be defined.

Establish requirements

In order to automate the verification of requirements, the introduced key
measurements should be linked to the Requirement element which reflects the
necessary function, feature, or restriction. In this step, the Requirement element or any
extended requirements (e.g. functionalRequirement, performanceRequirement,
interfaceRequirement, etc.) should be established.
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Fig. 2.7. Requirements verification process for quantitative measurements

Formalize text-based requirements

SysML introduces text-based requirements, yet it does not specify the
formalization rules. However, traceability links between the requirements and other
elements provide essential information about the requirements. Source [71] stated that
the Refine relationship should be used between the Requirement and the Constraint
Block which can contain mathematical equations. The Refine relationship refers to
specific and less abstract elements that allow to formalize the textual requirements.

The use of the Refine relationship in this verification process is expanded in
order to formalize the dynamic requirements. Requirement is linked to a State or
Operational Activity by indicating that a particular Requirement restriction only
applies if the system is in a certain state or performs a certain activity.

In this step, traceability links must be defined between Requirements and
specific model elements. First, Requirement should be linked to Measurement by
using the Satisfy relationship. Second, if Requirement is dynamic, it should be related
to the OperationalActivity or State with the Refine relationship. Third, if the
Requirement defines a relatively complex constraint, a Constraint Block should be
introduced and linked to the Requirement by using the Refine relationship. Fourth, if
Constraint Blocks are used to formalize complex restrictions, the Constraint
Parameters should be bounded to the Measurements that are verified by the
Requirement. Fig. 2.8 shows the scope of UAF DMM for the formalization of the
requirements.
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Fig. 2.8. UAF DMM scope for the formalization of requirements

Develop test case scenarios

Some system parameters vary depending on changes in the system behavior,
such as the car speed, the stopping distance, or the order time. In order to verify these
parameters in accordance with the specified requirements, a test case scenario should
be designed by using the Operational Process Flow or Operational Sequence
diagrams.

In this step, a Test Case scenario should be developed for the verification of
dynamic requirements. A Test Case should be linked to a specific Requirement by
using the Verify relationship. Fig. 2.9 shows the scope of UAF DMM for the
development of a test case scenario.

UAF DMM Elements
& Type

[ Tuple
[] Abstract

verifiedBy TestCase

Fig. 2.9. UAF DMM scope for test case development
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Perform requirements verification

The set of the submitted solution architectures is evaluated on the basis of their
overall satisfaction with the established requirements. The requirement verification is
performed according to the formalized Requirements and their traceability links.

The parametric requirement passes a verification when the verified parameter
meets the specified restriction; otherwise, it fails. The dynamic requirement passes a
verification when the SoS is in the required behavior, and when the verified parameter
meets the specified restriction. The dynamic requirement fails a verification when the
SoS is in the required behavior, but the verified parameter does not satisfy the
specified restriction. The parametric requirement is marked as inconclusive when the
verified parameter does not have a value. The dynamic requirement is marked as
inconclusive when the verified parameter does not have a value or the SoS is in the
invalid behavior. Table 2.1 provides an explanation for the verification of the
parametric and dynamic requirements.

Table 2.1. Example of the verification of parametric and dynamic requirements

Requirement Actual | Actual Parametric Dynamic Verification
Value State Verification | Verification Status
Speed shall not 210 - Pass - Pass
exceed 220 km/h 230 - Fail - Fail
N/A - Inconclusive - Inconclusive
Rescuing 24 Rescuing Pass Pass Pass
duration shall not 30 Rescuing Fail Pass Fail
exceed 28 hours 29 Idle Fail Inconclusive | Inconclusive
20 Idle Pass Inconclusive | Inconclusive
N/A N/A Inconclusive | Inconclusive | Inconclusive

Capture verification results

Once the verification of the key requirements has been completed, the results of
each evaluated solution architecture should be recorded. Each verified requirement
should have a status (fail/pass), a satisfied property, and a margin between the required
and the actual values.

The process of verification of the introduced requirements is designed to check
the satisfaction of the key requirements in order to indicate whether the alternative
solution architecture is proper for a comprehensive trade study. However, the trade
study lead may decide to skip this step and to analyze in detail all the selected
alternative solution architectures.

2.2.2  Quality assessment

New sets of validation rules (Fig. 2.1.) are introduced to assess the quality of
alternative solution architectures. In the scope of this thesis, quality assessment means
verifying the completeness and correctness of SoS architecture models. The rule sets
are adapted to be applied to automated methods during the base check.
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Each validation rule determines the constrained elements, the type (direct/direct
reverse/derivative), the severity level, and the severity justification. Severity is
marked with three levels: high (weight=3), medium (weight=2), and low (weight=1),
depending on the importance and criticality of the rule. In this dissertation, the severity
level is assigned to the rules based on the principles of the UAFP metamodel:

High — this severity level is assigned to those rules that check the
coverages of Capabilities and Operational Activities, as they are the key
elements that ensure the core functions of a system. Capabilities and
Operational Activities defined at the upper abstraction level must be
associated with a semantically equivalent element at the lower
abstraction level.

Medium — this severity level is assigned to those rules that check the
coverage of the Op domain elements (excluding Operational Activity)
by the Rs domain elements. Those Op domain elements define the
Operational Activity, and they are required to ensure the completeness
of the system architecture. In addition, this severity level is assigned to
a rule that checks the coverage of a Function in the point of view of the
Rs domain, since the Function represents the fundamental functionality
of the investigated system.

Low — this severity level is assigned to those rules that check for
redundant elements in the Rs domain models (excluding Function).

The results of the horizontal and vertical quality assessments are provided in the
calculation of the quality index, Equation (4). “The ratio of violations to executed
rules is a general method of comparing two amounts” [135].
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where:

Q — quality index,

s — severity level,

w — weight,

vrs — number of validation rules violations based on severity s,
ers — number of validation rules based on severity s.

The minimum recommended SoS architecture quality threshold is 0.7 (70%);
this threshold is suggested based on the MIPS and CMS studies [136]. Those SoS
architectures that do not meet the minimum quality threshold should be excluded from
the further trade study process.

This section includes two parts. The first part introduces a set of the validation
rules designed to check the traceability links among Rs domain models, which called
the horizontal quality assessment. The second part introduces a set of the validation
rules designed to check the traceability links among three UAF domain views: Rs, St
and Op, which is called the vertical quality assessment.

2.2.2.1 Horizontal Quality Assessment

The validation rules of horizontal quality assessment are designed to verify the
submitted SoS solution architectures. This assessment checks only the Rs domain
models and their traceability links. The Rs domain refers to the definition of the
solution architectures for implementing the Op requirements [132].

The set of the horizontal quality rules includes two traceability rules which are
strictly based on UAFP. There are two types of rules: (1) direct (from the Rs point of
view); (2) direct reverse (from the Function point of view). The following part
presents the predefined validation rules that are designed for the horizontal quality
assessment.

Rule #1 — Resource Performer performs a Function

Fig. 2.11 shows the scope of UAF DMM for Rule #1, and Table 2.2 provides a detailed
description of Rule #1.

Table 2.2. Rule #1 description

Validation Rule Severity Description
Va[RsPerformer(a) A Atomic(a) Low Rule: Each atomic Resource Performer
— Jb[Function(b) A (weight=1) must perform at least one Function
Performs(a,b)]] Type: Direct

Constrained Element: Resource

— RsPerformer(a) —a is an Performer
element stereotyped by the Weight Justification: The
<<R?s0urceP e.rformer>.> IsCapableToPerform relationship
— Atomic(a) — a is an atomic between Resource  Performer and
element Function confirms that the introduced
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— Function(b) — b is an element
stereotyped by the
<<Function>>

— Performs(a,b) — a is capable
to perform b

Resource performs a specific function. A
Resource Performer, which does not
perform any Function is redundant and
should be removed or associated with a
specific Function

UAF DMM Elements
& Type
& Tuple

[] Abstract

| I
]

9
@

performingResource

1

performedFunction

Fig. 2.11. UAF DMM scope for Rule #1 and Rule #2

Rule #2 — Function is performed by Resource Performer
Fig. 2.11 shows the scope of UAF DMM for Rule #2, and Table 2.3 provides a

detailed description of Rule #2.
Table 2.3. Rule #2 description

Validation Rule Severity Description
Va[Function(a) A Atomic(a) — Medium  Rule: Each atomic Function must be
Ib[RsPerformer(b) A (weight=2) performed by a Resource Performer
Performs(a,b)]] Type: Direct Reverse

. . Constrained Element: Function

— Function (a) — a is an element . . .
stereotyped by the Weight Justification: . T}}e
<<Function>> IsCapableToPerform relationship

— Atomic(a) — a is an atomic
element

— RsPerformer(b) —y is an
element stereotyped by the
<<ResourcePerformer>>

— Performs(a,b) — b is capable
to perform a

Performer confirms that the introduced
Function is used in the architecture. A
Function that no Resource Performer

Resource Performer

between  Function and  Resource

performs is redundant and should be
removed or associated with a specific
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2.2.2.2 Vertical Quality Assessment

The vertical quality assessment validation rules are designed to verify the
submitted SoS solution architectures against the requirements. This assessment
checks St, Op, and Rs domain models and their traceability links. The set of rules is
divided into two categories based on the inspected domains: (1) St domain vs Rs
domain; (2) Op domain vs Rs domain. The following part presents the predefined
validation rules of these two categories that are designed for vertical quality
assessment.

St domain vs Rs domain

Validation rules of St vs Rs vertical quality assessment are designed to verify
the submitted solution architectures and the St domain model. This assessment checks
the traceability links between the Rs domain model and the St domain model. The St
domain model describes the enterprise’s goals, its vision, and the set of the necessary
capabilities to achieve the stated goals [132]. In addition, this domain introduces the
traceability links between the capability requirements and the resources needed to
realize them.

The St vs Rs quality rules set includes two traceability rules which are strictly
based on UAFP. There are two types of rules: (1) direct (from the Capability point of
view); and (2) direct reverse (from the Capability Configuration point of view). The
following part presents the predefined validation rules that are designed for St vs Rs
vertical quality assessment.

Rule #3 — Capability is exhibited by Resource Performer
Fig. 2.12 shows the scope of UAF DMM for Rule #3, and Table 2.4 provides a
detailed description of Rule #3.

UAF DMM Elements
[ Type
[ Tuple
[] Abstract
OrganizationalResource -
CapableElement PhysicalResource K} K1 -
capableElement

Fig. 2.12. UAF DMM scope for Rule #3 and Rule #4
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Table 2.4. Rule #3 description

— RsPerformer(b) — b is an
element stereotyped by the
<<ResourcePerformer>>

— Exhibits(b,a) — b exhibits a

Validation Rule Severity Description
Va[Capability(a) A Atomic(a) — High Rule: Each atomic Capability must be
Ab[RsPerformer(b) A (weight=3) exhibited by a Resource Performer
Exhibits(b,a)]] Type: Direct

— Capability(a) — a is an clement C01?strained ]jlleme‘:nt: Capability B
stereotyped by the Welght Justlﬁcatlon: The Exhibits
<<Capability>> relationship confirms that a Capability

— Atomic(a) - a is an atomic is carried out by a specific Resource
clement Performer. A Capability that no

Resource  Performer  exhibits s

redundant and should be removed or
associated with a specific Resource
Performer

Rule #4 — Capability Configuration exhibits a Capability
Fig. 2.12 shows the scope of UAF DMM for Rule #4, and Table 2.5 provides a

detailed description of Rule #4.
Table 2.5. Rule #4 description

Exhibits(a,b)]]

— CapabilityConfig(a) — a is an
element stereotyped by the
<<CapabilityConfiguration>>

— Atomic (a) — a is an atomic
element

— Capability(b) — b is an element
stereotyped by the
<<Capability>>

— Exhibits(a,b) — a exhibits b

Validation Rule Severity Description
Va[CapabilityConfig(a) A Atomic(a) Low Rule Description: Each atomic
— Jb[Capability(b) A (weight=1) Capability  Configuration — must

exhibit at least one Capability
Type: Direct Reverse

Constrained Element: Capability
Configuration

Weight Justification: The
composite structure reflects the
physical and human resources that
are gathered to meet the capabilities.
The Exhibits relationship between

Capability  Configuration  and
Capability  confirms  that the

introduced Capability Configuration
is used in the architecture. A
Capability Configuration which does
not exhibit any Capability is
redundant and should be removed or
associated with a specific Capability

Op domain vs Rs domain

The validation rules of Op vs Rs vertical quality assessment are designed to
verify the submitted SoS solution architectures and the provided logical architecture.
This assessment checks the traceability links between the Rs domain model and the
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Op domain model. The Op domain model describes the logical architecture and sets
the operational requirements as well as the operational behaviors to support the
specified capabilities. This domain defines operational elements regardless of
implementation [132].

The Op vs Rs quality rules set includes ten traceability rules which are strictly
based on UAFP. There are three types of rules: (1) direct (from the Op point of view);
(2) direct reverse (from the Rs point of view); (3) derivative (a derived traceability
link related to other relationships). The following part presents predefined validation
rules that are designed for Op vs Rs vertical quality assessment.

Rule #5 — Operational Performer is implemented by a Resource Performer
Fig. 2.13 shows the scope of UAF DMM for Rule #5, and Table 2.6 provides a
detailed description of Rule #5.

UAF DMM Elements
& Type
& Tuple
[] Abstract
OrganizationalResource K -
PhysicalResource K} -
realizingResource
1 g
OperationalAgent -
1 || S
realizedOperationalPerformer:

Fig. 2.13. UAF DMM scope for Rule #5 and Rule #6
Table 2.6. Rule #5 description

Validation Rule Severity Description
Va[OpPerformer(a) A Atomic(a) Medium Rule: Each atomic Operational
— Jb[RsPerformer(b) A (weight=2)  Performer must be implemented by a
Implements(b,a)]] Resource Performer

Type: Direct

— OpPerformer(a) — a is an
element stereotyped by the
<<OperationalPerformer>>

— Atomic (a) — a is an atomic
element

— RsPerformer(b) — b is an
element stereotyped by the
<<ResourcePerformer>>

— Implements(b,a) — b implements
a
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Constrained Element: Operational
Performer

Weight Justification: The logical
entity identified at the upper
abstraction layer must be associated
with resources from the lower level of
abstraction. The Implements
relationship  confirms  that  the
introduced Operational Performer is




implemented by a semantically
equivalent element at the lower
abstraction level. An Operational
Performer that no Resource Performer
implements is redundant and should be
removed or associated with a specific
Resource Performer

Rule #6 — Resource Performer implements an Operational Performer
Fig. 2.13 shows the scope of UAF DMM for Rule #6, and Table 2.7 provides a
detailed description of Rule #6.

Table 2.7. Rule #6 description

Validation Rule Severity Description
Va[RsPerformer(a) A Atomic(a) Low Rule: Each atomic Resource Performer
— 3b[OpPerformer(b) A (weight=1) must implement at least one
Implements(a,b)]] Operational Performer

Type: Direct Reverse
— RsPerformer (a) — a is an

element stereotyped by the

<<OperationalExchange>> . . .
_ Atomic (a) - a is an atomic Weight Justification: The Implements

relationship between the Resource
element :
— OpPerformer (b) —b is an Performer and  the Operatlonal
Performer confirms that the introduced
Resource Performer at the lower
abstraction level is used in the
architecture. A Resource Performer
which does not implement any
Operational Performer is redundant
and should be removed or associated
with a specific Operational Performer

Constrained Element:  Resource
Performer

element stereotyped by the
<<ResourceExchange>>

— Implements(a,b) — a implements
b

Rule #7 — Operational Activity is implemented by a Function
Fig. 2.14 shows the scope of UAF DMM for Rule #7, and Table 2.8 provides a
detailed description of Rule #7.

Table 2.8. Rule #7 description

Validation Rule Severity Description
Va[OpActivity(a) A Atomic(a) High Rule: Each atomic Operational Activity
— Jb[Function(b) A (weight=3) must be implemented by a Function
Implements(b,a)]] Type: Direct

Constrained Element: Operational

— OpActivity(a) —a is an Aetiv
t
element stereotyped by the ¢ l-Vlly o |
<<OperationalActivity>> Weight Justification: The Operational

Activities  identified in the upper
abstraction layer must be associated with
Functions from the lower level of
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— Function(b) — b is an element abstraction. The Implements relationship

stereotyped by the confirms that the introduced Operational
<<Function>> Activity is implemented by a semantically
— Implements(b,a) — b equivalent element at the lower
implements a abstraction level. An Operational Activity

that no Function implements is redundant
and should be removed or associated with
a specific Function

UAF DMM Elements
& Type
[ Tuple

realizingFunction
1

realizedActivity | *

implementingActivity

Fig. 2.14. UAF DMM scope for Rule #7 and Rule #8

Rule #8 — Function implements an Operational Activity
Fig. 2.14 shows the scope of UAF DMM for Rule #8, and Table 2.9 provides a
detailed description of Rule #8.

Table 2.9. Rule #8 description

Validation Rule Severity Description
Va[Function(a) A Atomic(a) — Low Rule: Each atomic Function must
3b[OpActivity(b) A (weight=1) implement at least one Operational
Implements(a,b)]] Activity

Type: Direct Reverse
— Function (a) — a is an element

stereotyped by the . . ] )
<<Function>> Weight Justification: the Functions

specified in the context of the Resource
Performer reflect Operational Activities
in the upper abstraction layer. The
Implements relationship between the
Function and the Operational Activity
confirms that the introduced Function
performs the actions of the enterprise’s
business activities. A Function that does
not implement any Operational Activity is
redundant and should be removed or

Constrained Element: Function

— Atomic (a) — a is an atomic
element

— OpActivity(b) — b is an
element stereotyped by the
<<OperationalActivity>>

— Implements(a,b) — a
implements b
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associated with a specific Operational
Activity

Rule #9 — Information Element is implemented by a Data Element
Fig. 2.15 shows the scope of UAF DMM for Rule #9, and Table 2.10 provides

a detailed description of Rule #9.

implementingDataElement

implementedIinformationElement

UAF DMM Elements
[ Type
[ Tuple

Fig. 2.15. UAF DMM scope for Rule #9 and Rule #10

Table 2.10. Rule #9 description

— InfoElement (a) — a is an
element stereotyped by the
<<InformationElement>>

— DataElement (b) — b is an
element stereotyped by the
<<DataElement>>

— Implements(b,a) — b
implements a

Validation Rule Severity Description
Va[InfoElement(a) — Medium  Rule: [Information FElement must be
3b[DataElement(b) A (weight=2) implemented by a Data Element
Implements(b,a)]] Type: Direct

Constrained Element:
Element

Weight Justification: The Information
Elements identified in the upper
abstraction layer must be associated with
the Data Elements from the lower level of
abstraction. The Implements relationship
confirms that the introduced Information
Element is implemented by a
semantically equivalent element at the
lower abstraction level. An Information
Element which no Data Element
implements is redundant and should be
removed or associated with a specific
Data Element

Information

Rule #10 — Data Element implements an Information Element
Fig. 2.15 shows the scope of UAF DMM for Rule #10, and Table 2.11 provides
a detailed description of Rule #10.
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Table 2.11. Rule #10 description

Validation Rule Severity Description
Va[DataElement (a) — Low Rule Description: Data Element must
3b[InfoElement(b) A (weight=1) implement at least one Information
Implements(a,b)]] Element

— DataElement (a) — a is an
element stereotyped by the
<<DataElement>>

— InfoElement (b) — b is an
element stereotyped by the
<<InformationElement>>

— Implements(a,b) — a
implements b

Type: Direct Reverse
Constrained Element: Data Element

Weight Justification: Data FElements
reflect Information Elements in the upper
abstraction layer. The Implements
relationship between the Data Element
and the Information Element confirms
that the introduced Data Element at the
lower abstraction level is used in the
architecture. A Data Element which does
not implement any Information Element
is redundant and should be removed or
associated with a specific Information
Element

Rule #11 — Operational Exchange is implemented by a Resource Exchange
Fig. 2.16 shows the scope of UAF DMM for Rule #11, and Table 2.12 provides

a detailed description of Rule #11.

realizingResourcelnteractions conveys

realizedOperationalExchange

«UPDM3 element»
conveys

{BPMN Alias = "messageRef"}

UAF DMM Elements
& Type
& Tuple

[] Abstract

ResourceExchangeltem

ResourcePerformer

a

Exchangeltem
N

OperationalExchangeltem

Fig. 2.16. UAF DMM scope for Rule #11 and Rule #12
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Table 2.12. Rule #11 description

— OpExchange (a) —a is an
element stereotyped by the
<<OperationalExchange>>

— RsExchange (b) — b is an
element stereotyped by the
<<ResourceExchange>>

— Implements(b,a) — b implements
a

Validation Rule Severity Description
Va[OpExchange(a) — Medium  Rule Description: Operational
3b[RsExchange(b) A (weight=2) Exchange must be implemented by
Implements(b,a)]] Resource Exchange

Type: Direct

Constrained Element:
Exchange

Operational

Weight Justification: The Operational
Exchanges identified in the upper
abstraction layer must be associated
with Resource Exchanges from the
lower abstraction level. The Implements
relationship  confirms  that  the
introduced Operational Exchange is

implemented by a semantically
equivalent element at the lower
abstraction level. An Operational

Exchange that no Resource Exchange
implements is redundant and should be
removed or associated with a specific
Resource Exchange

Rule #12 — Resource Exchange implements an Operational Exchange
Fig. 2.16 shows the scope of UAF DMM for Rule #12, and Table 2.13 provides

a detailed description of Rule #12.

Table 2.13. Rule #12 description

— RsExchange (a) — a is an
element stereotyped by the
<<ResourceExchange>>

— OpExchange (b) — b is an
element stereotyped by the
<<OperationalExchange>>

— Implements(a,b) — a implements

Validation Rule Severity Description
Va[RsExchange (a) — Low Rule:  Resource  Exchange must
3b[OpExchange(b) A (weight=1) implement at least one Operational
Implements(a,b)]] Exchange

Type: Direct Reverse

Constrained  Element:  Resource
Exchange

Weight  Justification:  Resource
Exchanges reflect Operational

Exchanges in the upper abstraction
layer. The Implements relationship
between the Resource Exchange and the
Operational Exchange confirms that
the introduced Resource Exchange at
the lower abstraction level is used in the
architecture. A Resource Exchange
which does not implement any
Operational Exchange is redundant and
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should be removed or associated with a
specific Operational Exchange

Rule #13 — Resource Performer implements an Operational Performer and
exhibits the same Capability as the implemented Operational Performer
Fig. 2.17 shows the scope of UAF DMM for Rule #13, and Table 2.14 provides

a detailed description of Rule #13.

CapableElement

capableElement|1

exhibits

capability

OperationalAgent

realizedOperationalPerformer

realizingResource |1

i ResourcePerformer

PhysicalResource K]

i
1t

UAF DMM Elements
[ Type
[ Tuple

[] Abstract

—IOrganizationaIResource |<1—

Fig. 2.17. UAF DMM scope for Rule #13

Table 2.14. Rule #13 description

Implements(a,b)]] —
3c[Capability(c) A Exhibits(b,c)]
—[Exhibits(a,c)]

— RsPerformer (a) — a is an element
stereotyped by the
<<ResourcePerformer>>

Validation Rule Severity Description
Va[(RsPerformer(a) A Atomic(a)) — Medium Rule: When an atomic Resource
3b[OpPerformer(b) A (weight=2) Performer implements an

Operational Performer, then that
Resource Performer must exhibit the
same Capability as the implemented
Operational Performer

Type: Derivative

Constrained Element: Resource
Performer
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— Atomic (a) — a is an atomic
element

— OpPerformer (b) — b is an element
stereotyped by the
<<OperationalPerformer>>

— Implements(a,b) — a implements b

— Capability(a) — a is an element
stereotyped by the
<<Capability>>

— Exhibits(b,c) — b exhibits ¢

— Exhibits (a,c) — a exhibits ¢

Weight Justification: The
Implements relationship between the
Resource  Performer and  the
Operational  Performer confirms
that the Operational Performer is
implemented by a semantically
equivalent element at the lower
abstraction level. In addition, the
associated Resource Performer and
the Operational Performer shall
exhibit the same Capability as a
Resource Performer reflects
Operational Performer in the lower
abstraction layer

Rule #14 — Function implements an Operational Activity and maps the same
Capability as the implemented Operational Activity
Fig. 2.18 shows the scope of UAF DMM for Rule #14, and Table 2.15 provides

a detailed description of Rule #14.

Process

UAF DMM Elements
[ Type
[ Tuple

[] Abstract

mappedProcess

realizedActivity | *

realizingFunction

implementingActivity|

Fig. 2.18. UAF DMM scope for Rule #14

Table 2.15. Rule #14 description

Validation Rule Severity Description
Va[(Function (a) A Atomic(a)) — Medium Rule: When an atomic Function
3b[OpActivity (b) A (weight=2) implements an Operational Activity,

Implements(a,b)]] —
Ac[Capability(c) A Maps(b,c)]
—[Maps(a,c)]

— Function (a) — a is an element
with a stereotype
<<Function>>

then that Function must map the same
Capability as the implemented
Operational Activity

Type: Derivative
Constrained Element: Function
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Atomic (a) — a is an atomic
element

OpActivity (b) — b is an element
stereotyped by the
<<OperationalActivity>>
Implements(a,b) — a implements
b

Capability(a) — a is an element

Weight Justification: The /mplements
relationship between the Function and
the Operational Activity confirms that
the Operational Activity is
implemented by a semantically
equivalent element at the lower
abstraction level. In addition, the
associated  Function  and  the

stereotyped by the Operational Activity shall map the
<<Capability>> same Capability as a Function reflects
— Maps(b,c) — b maps to an Operational Activity in the lower
capability ¢ abstraction layer
— Maps(a,c) — a maps to
capability c

The quality assessment has introduced fourteen predefined validation rules that
check the alternative solution architectures by evaluating the traceability links
between three UAF domains: St, Op, and Rs. Each of the introduced rules has a
predefined severity level that can be modified. Additionally, the quality assessment
may be supplemented by more validation rules if necessary.

2.3 UAF-based trade study subprocess — Deep check

This section contains three parts. The first part introduces the initial data
required to perform an evaluation by using the selection criteria. The second part
presents the MBSE-based architecture evaluation algorithm by using the selection
criteria. The third part describes the MBSE-based sensitivity analysis algorithm.

2.3.1 [Initial data set

The deep check stage begins with an evaluation of the architectures of each
plausible solution based on the established set of the trade study selection criteria. The
plausible solution architectures are evaluated by their satisfaction with the desired
characteristics.

In order to start the evaluation of the plausible solution architectures, the set of
the required data should be gathered. The following list provides the set of the
necessary data (Fig. 2.19):

e Selection criteria
e Selection criteria priority level
e Alternative solution architectures

The following part presents the data required to perform the evaluation of the
plausible solution architectures.
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Fig. 2.19. Initial data set for deep check

Selection criteria

A set of trade study selection criteria is established to evaluate alternative
solution architectures. The selection criteria can be quantitative or qualitative, which
can be specified by text. However, for automatic evaluation purposes, text-based
selection criteria should be converted into measures of effectiveness (moe). “Moes are
measures designed to reflect the achievement of mission objectives and the
achievement of desired results” [60]. Moes are represented by a numeric expression,
which allows them to be used to assess the compliance of moes with the outlined
goals.

From the point of view of UAF DMM

The Requirement element is used to establish a set of text-based selection
criteria. The specified Requirement element is linked with the Capability by the Refine
relationship. In addition, the PrioritizedRequirement stereotype is applied for the
requirements to the indicated requirements as the selection criteria for a trade study.

In order to automate the evaluation of architectures, a CapabilityConfiguration
element is used, which corresponds to a specific Capability using the Exhibits
relationship. A set of Measurements is introduced for a CapabilityConfiguration that
reflects the selection criteria of the trade study. Each Measurement is associated with
a specific Requirement through the Satisfy relationship and has the Criterion
stereotype applied to it.

The PrioritizedRequirement and Criterion stereotypes are newly introduced,
which extends UAF DMM to specify the selection criteria directly in the UAF model
(Fig. 2.20).
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Fig. 2.20. UAF DMM extension for defining selection criteria

Priority level
Different selection criteria indicate a different level of importance. Priorities are

assigned to indicate the importance level. The higher is the priority, the stronger the
criterion affects the overall score. UT3SA is designed to support three ways to specify
the priorities: linear, pairwise, and AHP.

Linear
For each selection criterion, the priority is indicated depending on its level of

importance. To specify the priority, a predefined scale is used which is aligned with
the trade study lead (e.g. one to three, where ‘one’ indicates a low level of importance;
‘two’ means a medium level of importance, and ‘three’ represents a high level of
importance). Then, the priorities determined for the selection criteria are normalized
by using Equation (5).
bi
npi =350 &)

Where:

npi — normalized priority value of the i selection criterion,

pi — i priority value,

Yp; — sum of all priorities assigned to the selection criterion.

78



Pairwise

“Pairwise comparison compares alternatives in pairs to assess which of the
alternatives is the most suitable” [62]. This method uses a pairwise matrix that
indicates which alternative is more important than the others. Furthermore, the level
of importance could be determined on the basis of a more precise level of importance
(Table 2.16).

Table 2.16. Example scale for comparison [137]

Value Description

1 Equal importance

3 Moderate importance

5 Strong or essential importance
7 Very strong importance
9

2

Extreme importance
,4,6,8 Intermediate values

After determining the level of importance, the geometric mean of each row of
the matrix is calculated by using Equation (6). Finally, the calculated values are
normalized by using Equation (5).

uGM; = YTt x; ; (6)
Where:

uGM; — geometric mean of the i" row of pairwise matrix,
n — number of criteria in a row,
x; — i™ criterion value.

AHP

“AHP is a multi-attribute method that provides means of determining and
selecting weight criteria” [104]. This method uses a pairwise matrix that indicates
which of the alternatives is more important. After determining the level of importance,
each record in the column is divided by the total sum of the column values to get a
normalized result. Finally, each row of normalized results based on the column is
summed up and normalized by using Equation (5).

From the point of view of UAF DMM

The PrioritizedRequirement stereotype has three attributes for specifying the
priorities: priority, normalizedPriority, and objective (Fig. 2.20). The priority
attribute is used to specify the priority according to the level of importance of the
selection criterion. The normalizedPriority attribute is used to store normalized
priority values which are calculated by using Equation (5). The objective attribute
determines the target of the selection criterion. If the objective is given as min, the
lowest possible value of moe is preferred; if it is given as max, the highest possible
value of moe is preferred; if it is given a farget, the exact value of moe is preferred.

The EvaluationByCriteria stereotype is applied to an element that is dedicated
to be used as an executable element of a trade study in order to evaluate the alternative
solution architectures by the selection criteria. The priorityMethod attribute is

79



dedicated to specify the method of prioritizing the selection criteria (Linear, Pairwise,
AHP) (Fig. 2.20).

Solution Architecture

A set of alternative solution architectures is provided for a trade study to
evaluate them and select the most balanced solution architecture. The specified moes
must be filled with a specific score based on the level of compliance with the selection
criteria.

Achiever|achiever AchievedEffect UAF DMM Elements
- 1 * B Type
[ Individual
[ Tuple
actualResourceFutureState|1 [ Abstract

ActualState [JUAF DMM extension
ActualPropertySet|PropertySet  actualMeasurement [yt ZiMeasurement
1 1.%
L\

l«abstraction»
1
|
I ] !
|ActualOrganizationaIResource| |FieldedCapabiIity| «stereotype»
? instancel* ActualCriterion
T o | [Stof]
| L == """’| -normalizedScore : Real
JAN
typey,1

ActualOrganization |Capabi|ity00nﬁguration |

Fig. 2.21. UAF DMM scope of solution architectures

From the point of view of UAF DMM

The FieldedCapability instance is typed by the CapabilityConfiguration and is
specified as the achieved configuration of the ActualOrganization using the
AchievedEffect relationship. FieldedCapability defines a set of ActualMeasurements
with actual values for the plausible solution architecture. The ActualCriterion
stereotype is applied to ActualMeasurements in order to store a calculated normalized
score of a specific selection criterion during the deep check analysis (Fig. 2.21).

2.3.2 MBSE-based architecture evaluation algorithm by selection criteria

The architecture evaluation algorithm is introduced in order to evaluate the
alternative solution architectures by using the selection criteria in an automated way
in the MBSE environment. In order to automatize the whole evaluation, the evaluation
algorithm is based on the fUML principles.

Architecture evaluation is an iterative phenomenon in which the number of
iterations depends on the number of the selection criteria (Fig. 2.22). After the
selection criteria have been chosen and the weights have been determined, the scored
values of each alternative solution architecture are rated. For each criterion, a rating
value is assigned, and then the values are normalized.
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Fig. 2.22. Evaluation algorithm by selection criteria

Fig. 2.23 provides the MBSE-based architecture evolution algorithm to evaluate
solution architectures against weighted selection criteria and to calculate the final
score.

The evaluation starts by running two CallBehaviorActions (CBA) in parallel:
getScoredValuesFromAlt and getCriterionMetaData. The getScoredValuesFromAlt
CBA is called to collect the scored values of the alternative architectures according to
a specific criterion. The getCriterionMetaData CBA 1is called to collect information
on the currently evaluated criterion: normalizedPriority and objective.

Once the scored values of the alternative architectures and the metadata of the
criterion have been obtained, the next step is to normalize the scored values. The
normalizedScoredValues CBA 1is called to normalize the scored values of alternative
the solution architectures in accordance with the objective of the criterion.

If the criterion refers to a maximum objective, normalization is calculated by
using Equation (5). If the criterion refers to a minimum objective, the inverse values
are calculated by using Equation (7), and then they are normalized by using Equation
(5). If no objective is specified, the maximum object is used in the course of the
evaluation.

Vinor = SVimax — (SVactuar — SVmin); (7

Where:
Vinvr — Inverse value,
SVmin — Minimum scored value among a set of alternative solution architecture,
SVmax — Maximum scored value among a set of alternative solution architecture,
SVacwal — Actual scored value.
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Fig. 2.23. ‘EvaluationBySelectionCriteria’ Function

The next step is to calculate the weighted score based on the normalized
criterion priority, and for this, the calculateWeightedScore CBA is called. The
weighted score is calculated by using Equation (8).

WS = Il xiyi; ®)
Where:
WS — weighted score by the selection criterion,
xi — normalized priority of i criterion,
yi — normalized score of i alternative solution architecture.

Then, the saveWeightedScore CBA is called to save the calculated weighted
score according to a specific criterion. This is necessary in order to sum up the
weighted score for each alternative solution architecture by using Equation (9).
Optionally, weighted scores can be converted to a scale of 100. The highest scoring
alternative solution architecture has a 100-point rating, while all other alternative
solution architectures are rated accordingly lower.

S =Xix; ©)
Where:

S — sum of the weighted scores based on all criteria,
xi — weighted score of i criterion.

Finally, all the weighted scores are compared, and a higher-scoring alternative
solution architecture is selected as the ‘winner’ by using the max function.
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However, when summing up the results of the architecture evaluation by the
selection criteria, it is possible that the scores of several alternative solution
architectures will be similar or even the same. In order to verify the choice of the
preferred solution architecture, it is necessary to perform sensitivity analysis at this
stage. Those alternatives that scored no worse than 5% lower than the highest-scoring
alternative are selected for sensitivity analysis including the highest-scoring
alternative itself [138] [139] [140] [141].

2.3.3 MBSE-based sensitivity analysis algorithm

During the sensitivity analysis, the scored values of the alternative architectures
are modified to determine whether the weighted score is sensitive to the changed
values. This makes it possible to identify the most sensitive criterion and then compare
them with the scored values that are relevant.

Fig. 2.24 and Fig. 2.25 present the MBSE-based OAT sensitivity analysis
algorithm. The OAT method evaluates the model output changes based on single-
parameter input changes. The input parameters change by one, while the other
parameters remain constant.

The sensitivity algorithm is similar to the MBSE-based architecture evaluation
algorithm by the selection criteria. However, in the sensitivity analysis, the scored
values of the alternative architectures are changed according to a specified sensitivity
variable (e.g. +20%) by following the sensitivity index calculation.

The sensitivity analysis is an iterative analysis in which the number of iterations
depends on the number of the selection criteria having a different actual score between
other alternative solution architectures (Fig. 2.24). Only the selection criteria with
different scores are included in the sensitivity analysis, as changing the criteria with
the same score will lead to the same change in the weighted score.

Resources Process Flow [ & Evaluation algorithm by selection criteria ]J

\[else]

|

A2
[criterion="criterion_"+count]

criterion

S

«FunctionAction» &
“= - EvaluationBySelectionCriteria
th

Fig. 2.24. Sensitivity analysis algorithm
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Fig. 2.25 describes the MBSE-based sensitivity analysis algorithm. The
evaluation starts by running two CBA in parallel: recalculateScoredValuesFromAlt
and getCriterionMetaData. The recalculateScoredValuesFromAlt CBA is called to
recalculate the scored values of the alternative architectures based on the sensitivity
variable. The getCriterionMetaData CBA 1is called to collect information on the
currently evaluated criterion.

Once the scored values of the alternative architectures have been recalculated,
and the metadata of the criterion has been obtained, the next step is to normalize the
recalculated scored values. The normalizedRecalculatedValues CBA is called to
normalize the recalculated scored values by using Equations (5) or (7).
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Fig. 2.25. ‘RevaluationOfAlternatives’ Function

body="sort(sensitivityInd: ,“descend"ﬂ

The next step is to recalculate the weighted score based on the normalized
criterion priority; for this, the recalculateWeightedScore CBA 1is called. The weighted
score is recalculated by using Equation (8).

Afterwards, the calculateSensitivitylndex CBA is called to indicate the
sensitivity of the weighted score to changes in the scored values by using Equation
(10). The higher is the result, the greater is the sensitiveness of the criterion.

. AY
sensitivity; = v (10)
Where:
sensitivity — sensitivity index,

Y — weighted score of the solution architecture,
X; — i™ scored value of the solution architecture.
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The saveSensitivitylndex CBA is called to save the calculated sensitivity
index according to a specific criterion. In order to provide a list of sorted criteria by
the sensitivity index, the sortSensitivityIndex CBA is called.

Finally, the responsible role should review these results to state whether the
highest-scoring solution architecture identified after the evaluation by the selection
criteria is in fact the most balanced solution architecture among the similar-scoring
alternatives.

2.4 Comparison of UT3SA method to other trade study processes and
methods

In the absence of a similar trade study method in the literature as the UT3SA
method, the comparison is made fragmentally by comparing the two main parts of the
UT3SA method: the trade study process and the architecture evaluation methods.

The introduced UAF-based trade study process is compared with the other trade
study processes introduced by NASA, NAF, Reiter, and MITRE. The comparison
criteria are as follows:

¢ Defined roles — indicates whether the process introduces specific roles
in a trade study process.

¢ Defined input/output data — indicates whether the process presents the
required input and output data of each step in a process.

e Based on metamodel — indicates whether the method is based on the
metamodel.

e Main phases of trade study process — indicates whether the trade
study process covers the main phases of the process.

o Preparation — indicates whether the trade study process covers
the case study preparation phase.

o Key criteria specification — indicates whether the trade study
process covers the specification of a set of the key criteria of a
desired solution.

o Selection criteria specification — indicates whether the trade
study process covers the specification of the selection criteria
that will be used to judge each alternative in order to select the
most preferred solution.

o Evaluation — indicates whether the trade study process covers
the alternative evaluation steps.

o Step for the acquisition process — indicates whether the trade
study process includes the necessary steps when a trade study
is conducted as a result of an acquisition process.

o Conclusion — indicates whether the trade study process covers
the trade study conclusion step by providing a formal decision
and the rationale.

e Analysis methods for evaluation phase — descriptive (Ds) or detailed
(Dt). This criterion indicates whether the evaluation methods provided
by a trade study process are descriptive only, or they may include
algorithms, constraints, or other methods.
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e MBSE support — indicates whether the process provides guidance how
to adapt a trade study in the MBSE environment.

Table 2.17. Comparisons of trade study processes

Criteria NASA | NAF | Reiter | MITRE | UT3SA

Defined roles - - - - +
Defined input/output data - - - - +
Based on metamodel - + - - +
Main phases of Preparation + + + + +
trade study Key criteria ) ) ) ) "
process specification

Sele?tlon .crlterla n n n " "

specification

Evaluation + + + + +

Step for the ) ) ) ) n

acquisition process

Conclusion - + + + +
Analysis methods for the evaluation Ds Ds Ds Ds Dt
phase
MBSE support - - - - +

The comparison results (Table 2.17) reveal that the UAF-based trade study
process of UT3SA is the only process that includes roles, input/output data for each
process stage, comprises the needed step for the acquisition process, provides detailed
evaluation methods with algorithms and constraints, and, finally, includes the
guidance on how to define the trade study in the MBSE environment. The other
advantage over a few trade study processes is that the process is based on a formal
metamodel.

UT3SA includes three analyses: (1) quality assessment based on constraints; (2)
evaluation by selection criteria based on the AHP method; (3) sensitivity analysis
based on the OAT method. The architecture evaluation methods used in UT3SA are
compared with the original methods: MCDA: AHP and SA: OAT. The comparison
criteria are as follows:

¢ Qualitative and quantitative analysis of SoS architecture
parameters — indicates whether a method can be used to evaluate the
qualitative and quantitative parameters of a system.

o Correctness & completeness analysis of SoS architecture model —
indicates whether a method can be used to assess the correctness and
completeness of the SoS architecture model.

¢ Quantitative measurement — indicates whether a method produces a
quantitative measurement result that can be represented numerically.

e MBSE support — indicates whether a method includes the needed
guidance on how to adopt it in the MBSE environment.
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Table 2.18. Comparison of architecture evaluation methods

Criteria MCDA: UT3SA
AHP
+
SA: OAT
Qualitative and quantitative analysis of SoS + +
architecture parameters
Correctness & completeness analysis of SoS - +
architecture model
Quantitative measurement + +
MBSE support - +
(Algorithms are
included)

The comparison results (Table 2.18) revealed that the UT3SA architecture
evaluation methods are superior to the combination of the AHP and OAT methods.
UT3SA evaluation methods provide two unique features: (1) support of correctness
and completeness analysis of the SoS architecture model; (2) MBSE support.

2.5 Summary of the UT3SA method

Analysis of the already existing ADFs, trade study processes and evaluation
methods has revealed gaps between them. Furthermore, it has exposed the complexity
of the process and evaluation method application, especially for SoS architectures in
the MBSE environment. To fill this gap, a trade study method (called UT3SA) has
been introduced that is strictly based on the UAFP principles.

The UT3SA method consists of two main parts: (1) UAF-based trade study
process; (2) UAF-based architecture evaluation algorithms and guidelines in the
MBSE environment. The UAF-based trade study process defines the application of
the UT3SA method, including the roles and the input/output data for each stage. While
the second part of the UT3SA method provides the necessary algorithms for the
evaluation of UAF-based architectures by running three analyses: (1) quality
assessment, the output of the analysis is the quality index; (2) evaluation by selection
criteria, the output of the analysis is the weighted score; (3) sensitivity analysis, the
output of the analysis is the sensitivity index.

As the UT3SA method is analytical, it is important to ensure that the weighted
selection criteria and the alternative solution architectures are appropriately specified
in the MBSE environment before applying this method. For this reason, the UT3SA
method guides how a certain part of the architecture evaluation should be specified.
Additionally, the missing trade study concepts are introduced as extensions of UAF
DMM that are needed to automate the trade study in the MBSE environment.

In the absence of a similar trade study method in the literature to the UT3SA
method, a comparison of UT3SA was fragmentally made by comparing two main
parts: the process and architecture evaluation methods. The comparison revealed that
the UAF-based trade study process of UT3SA is the only process with five unique
features: (1) defines roles; (2) defines input/output data for each process stage; (3)
comprises the step needed for the acquisition process; (4) provides detailed evaluation
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methods with algorithms and constraints; (5) includes the guidance on how to define
the trade study in the MBSE environment. After the comparison of the architecture
evaluation methods, it was indicated that the UT3SA architecture evaluation methods
are superior to other, alternative, existing methods by providing two unique features:
(1) support of correctness and completeness analysis of the SoS architecture model;
(2) MBSE support.

The following chapter presents an evaluation of the suitability of the proposed
UT3SA method while applying it to the trade study of eight alternative solution
architectures.
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3 EXPERIMENTAL EVALUATION OF UT3SA METHOD

This chapter includes three parts. The first part describes the implementation of
the UT3SA method by introducing the UAF profile, a set of constraints and validation-
based metrics, a trade study pattern and analysis tables. The second part presents an
experiment applying the UT3SA method to a requirements management (RM) tool
trade study with eight alternative RM tools. The third part presents the conclusions of
the experimental evaluation of the UT3SA method.

Only one experimental evaluation is detailed in this dissertation. However, the
other experimental evaluations of the proposed UT3SA method are provided in the
published journal and conference proceedings. The UT3SA method was applied in
the following areas: electric road configuration [131], and marine search and rescue
study [134], [56].

3.1 Experimental environment for evaluating UT3SA

This section describes the UT3SA implementation. UT3SA is defined in the
form of a UAF plug-in for the UAF Case tool, including a UAF profile and a set of
constraints.

3.1.1 UT3SA plug-in for UAF Case tool

Fig. 3.1 provides the necessary deployment configuration for the experimental
evaluation of the UT3SA method. The general configuration describes a typical
environment configuration consisting of a personal computer with the UAF Case tool
installed. The UAF Case tool must support f{UML and executable OCL constraints.
The UT3SA plug-in contains the UAF profile for the UT3SA method, including
constraints.
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3 I £ =
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€ | E| < |
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UAF Case Tool - Magic Systems of Systems Architect [
v2021xRefresh2 : UAF Case Tool
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UT3SA Tool
" UT3SA Plugin for MSoSA v1 : UT3SA Tool D
attributes
-UT3SA Profile: Case Tool Project file [1] UT3SA Constraints = "UT3SA_Constraints.mdzip"
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|

Seneribeployment Conﬁgurallo% Actual Deployment Configuration

Fig. 3.1. Deployment configuration of UT3SA method
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The actual deployment configuration indicates the actual environment
configuration used to carry out experimental evaluation of the UT3SA method. The
experiment is carried out by using the Catia Magic Systems of Systems Architect
v2021xRefresh2 Case tool and the UT3SA4 plug-in for MSoSA v1.00.

3.1.2 UT3SA profile

In order to implement the proposed method in one of the UAF CASE tools, first,
a UAF profile should be developed. Second, additional stereotypes are required to
define the selection criteria for a trade study and perform analysis by using simulation
techniques. Table 3.1 provides the necessary stereotypes for a trade study which are
contained in the UT3SA profile.

Table 3.1. Description of the stereotypes in UT3SA profile

Stereotype UML Attributes Description
Metaclass
Critical Class - The Critical stereotype refers to
Activity capabilities, operational
Property activities and measurements that

are identified as critical to the
trade study. Each alternative
solution architecture must meet
all the critical requirements;
otherwise, it is excluded from the
trade study.

PrioritizedRequire | Class priority The PrioritizedRequirement
ment normalizedPriori | stereotype refers to requirements
ty dedicated to the trade study. This
objective stereotype has three attributes:
priority, normalizedPriority, and

objective.

The priority  attribute s
dedicated to storing the priority
level of a specific requirement,
which is considered a selection
criterion or a group of selection
criteria.

The normalizedPriority attribute
is dedicated to storing the
normalized priority value of a
specific  selection  criterion
group. This attribute should only
be used when a trade study is
carried out with groups of
selection criteria.
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Stereotype

UML
Metaclass

Attributes

Description

The objective attribute is
dedicated to storing the target of
the selection criterion: min, max,
target.

Criterion

Property

/weight

The Criterion stereotype refers
to measurements dedicated to
the trade study. This stereotype
has only one attribute: weight.
The Criterion stereotype extends
a property metaclass to store
required data in a model so that
to evaluate alternative
architectures by using
simulation.

The weight is a derived attribute
that is intended to store the level
of importance of the trade study
selection criterion, which
corresponds to the priority value
of the PrioritizedRequirement.

ActualCriterion

Slot

normalizedScore

The ActualCriterion stereotype
refers to actual measurements of
an alternative solution
architecture. This stereotype has
one attribute: normalizedWeight.
The ActualCriterion stereotype
extends a slot metaclass to store
required data in a model in order
to evaluate alternative
architectures using simulation.
The normalizedScore attribute is
dedicated to storing the
normalized score of a specific
selection criterion.

EvaluationByCriter

ia

Class

results

winner

score
alternativesFor
SensitivityAnalysi
K

priorityMethod

The EvaluationByCriteria
stereotype is introduced to
indicate an element that is
dedicated to be used as an
executable element of trade
study and to evaluate alternative
solution architectures by
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Stereotype

UML
Metaclass

Attributes

Description

selection criteria. This
stereotype has five attributes:
results, winner, score,
alternativesForSensitivityAnalys
is and priorityMethod.

The results attribute is dedicated
to store a set of final scores of all
alternative solution architectures
evaluated.

The winner attribute is dedicated
to store one alternative solution
architecture that gets the highest
final score.

The score attribute is dedicated
to store the final score of the
alternative solution architecture
presented at the ‘winner’
attribute.

The
alternativesForSensitivityAnalys
is attribute is dedicated to store
the set of alternative solution
architectures that have the same
or similar final score as the
‘winner’ alternative.

The priorityMethod attribute is
dedicated to store the selected
method to specify priority level
for selection criteria (linear,
pairwise, AHP).

SensitivityAnalysis

Class

sensitivityVariabl
e
alternatives

The SensitivityAnalysis
stereotype is introduced to
indicate an element that is
dedicated to be used as an
executable element of trade
study and to perform sensitivity
analysis. This stereotype has two
attributes:  sensitivityVariable
and alternatives.

The sensitivityVariable attribute
is dedicated to store the

92




Stereotype

UML Attributes
Metaclass

Description

percentage used to
increase/decrease  the actual
score of the alternative solution
architecture.

The alternatives attribute is
dedicated to provide the list of
alternatives that will be analyzed
during the sensitivity analysis.

UT3SA stereotypes can be applied to any element that has a corresponding
metaclass, so it can be used by employing any modeling method and language
supported by the CASE tool (e.g. BPMN, TOGAF, UPDM, etc.).

Additionally, in order to perform the trade study analysis and to review its
results in a more convenient way, two tables with custom columns are introduced.
Table 3.2 describes two analysis tables for a trade study which are contained in the

UT3SA profile.

Table 3.2. Description of the analysis tables in UT3SA profile

Table

Custom Columns

Description

EvaluationByCriteriaTable | CapabilityConfiguration

SelectionCriteria
Alternatives

The EvaluationByCriteriaTable
table is introduced to perform
evaluation of alternative solution
architectures by the selection
criteria. This table has three
custom columns:
CapabilityConfiguration,
SelectionCriteria and
Alternatives.

The CapabilityConfiguration
custom column is dedicated to
present a
CapabilityConfiguration element
that has determined selection
criteria for the trade study.

The SelectionCriteria custom
column is dedicated to present a
list of selection criteria based on
CapabilityConfiguration.

The Alternatives custom column
is dedicated to present a list of
plausible alternative solution
architectures.
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Table Custom Columns Description
SensitivityAnalysisTable CapabilityConfiguration | The SensitivityAnalysisTable
AnalysisCriteria table is introduced to perform
sensitivity analysis for those
alternative solution architectures
whose final score is similar to the
‘winner’ alternative. This table

has two custom columns:
CapabilityConfiguration and
AnalysisCriteria.

The CapabilityConfiguration
custom column is dedicated to
present a
CapabilityConfiguration element
which possesses determined
selection criteria for the trade
study.

The AnalysisCriteria  custom
column is dedicated to present a
list of sensitivity analysis
selection criteria. This custom
column lists the selection criteria
whose actual score is different
between the alternatives being

analyzed.

The table is one of the possible options for reviewing analysis results in the
MSoSA tool. In addition, the results can be reviewed from an executable element with
the EvaluationByCriteria or SensitivityAnalysis stereotype applied, or with a report
generated.

3.1.3 UT3SA constraints

In order to perform the quality assessment at the base check stage, the validation
rules are introduced in the UT3SA plug-in based on the description provided in
Section 2.2.2. Two different severity levels are used for the rules: warning and error.
The warning severity level is used for the validation rules whose weight is equal to
one. The error severity level is used for the validation rules whose weight is equal to
two or three. The weight of the rule is a size that can be freely selected. The higher is
the weight, the more important the rule is compared to other rules. The validation rules
are stored in the validation suite of ‘UT3SA_Constraints.mdzip’. The validation suite
in the MSoSA tool means that the rules are run by manually invoking them.

To perform the quality assessment and review its results in a more convenient
way, three metric suites are introduced in the ‘UT3SA_Constraints.mdzip’ (Fig. 3.2).
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The metric suites (‘Op vs. Rs’, ‘Horizontal’, ‘St vs. Rs”) are created according to the
defined structure of the validation rules set in (Fig. 2.10).

Each metric suite contains validation-based metric definitions that are linked to
a particular validation rule. For one validation rule, three validation-based metric
definitions are defined: (1) count the quantity of evaluated elements; (2) count the
quantity of the failed elements; (3) count the percentage of the failed elements. Each
metric suite has a defined metric definition ‘partialQualitylndex’ that is dedicated to
calculate the quality index within the scope of a particular metric suite by using
Equation (4).

Profile Diagram Metrics [ gg] Metrics ]
«MetricSuite» fus
BaseMetricSuite «MetricSuite» s
attributes Key Req Coverage
+date : date [1] attributes
+scope : Package [1.."] -Coverage of Key Capabilities
«MetricSuite» s +coveringScope : Package [0.."] -Coverage of Key Op Req
OpvsRs +ype : Type [0.] -Coverage Index : Real
attributes
. T |
-R_1 failed «MetricSuite» s «MetricSuite» fris
-R_1 falled perc Horizontal Stvs Rs
:2—5 tailed attributes attributes
-R_2 failed perc R R
R 3 -R_1 failed -R_1 failed
R 3 failed -R_1 failed perc -R_1 failed perc
-R_3 failed perc R A
R 4 -R_2 failed -R_2 failed
_R 4 failed -R_2 failed perc -R_2 failed perc
R 4 failed perc -partialQualitylndex_H : Real -partialQualityindex_STvsRS : Real
R 5
-R_5 failed
-R_5 failed perc
R 6
-R_6 failed «MetricSuite» fr
-R_6 failed perc Quality A
R7 . attributes
R_7 fa!led -qualitylndex : Real
-R_7 failed perc
-R_8
-R_8 failed
-R_8 failed perc
R 9
-R_9 failed
-R_9 failed perc
-R_10
-R_10 failed
-R_10 failed perc
-partialQualitylndex_OPvsRS : Real

Fig. 3.2. Validation-based metric definitions for UT3SA method

In order to see all the quality assessment results of the evaluated alternatives in
one place, a special metric suite called ‘Quality Assessment’ is introduced. The
Quality Assessment has a defined metric definition ‘qualitylndex’ that is dedicated to
calculate the final quality index of quality assessment according to the separately
calculated partial quality indexes.

Additionally, the ‘Key Req Coverage’ metric suite is introduced to check the
key requirements coverage at the base check stage. The ‘Key Req Coverage’ metric
suite contains two validation-based metric definitions that are dedicated to calculate
the key capabilities and the operational requirements coverages separately. The
‘Coverage Index’ metric definition calculates the total coverage of the key capabilities
and operational requirements.

To review the results of the calculated metrics based on the validation rules, the
metric table should be used in the MSoSA tool. In addition, the results can be seen
through a generated report.
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3.2 UT3SA method evaluation

In order to confirm the suitability of the proposed method, UT3SA is used in a
trade study of the RM tool. The trade study of the RM tools is chosen because more
and more organizations are adopting requirements tools as they are seeking support in
managing requirements information, in traceability to ensure that the scope is
controlled, and in modeling with the objective to visually represent the requirements.
The purpose of this trade study is to choose the preferred RM tool for an existing Case
tool based on the defined set of selection criteria.

The aim of the experiment is to perform a trade study of the solution
architectures by using the UT3SA method. The experimental environment is based on
the actual deployment configuration defined in Section 3.1.1.

Additionally, seven human experts were included in the experiment. The experts
were selected for the experiment according to the following criteria: (1) knowledge of
RM procedures and/or RM tools; (2) 5+ years of experience in MBSE/SE/SoS; (3)
experience in developing complex systems; (4) UML/SysML/BPMN certificate.
Adherence to these criteria ensures the sufficiency of expert knowledge to conduct
the RM tool trade study and participate in the reliability and validity check of the
experiment results.

3.2.1 Process for evaluating UT3SA method

Fig. 3.3 shows the evaluation process of the UT3SA method. The evaluation
process is organized according to the UT3SA process (Fig. 2.2), but focuses mainly
on the steps that are dedicated to the evaluation of the alternative solution
architectures.

act [Activity] [ = UT3SA Evaluation Process] | Performer
[Ocase Tool

, [JResearcher
— N
Prepare experimental
environment

«block» = [ Prepare trade study data for a
: Base Check Metrics case study

: Requirements Project

: Base Check Metric;

Perform Base Check

Base Check : Results [

Analyze results ‘

: Solution

«block» =]
: Solution Architecture

Preferred : Solution Architecture

Evaluation by selection criteria : Results
|
Analyze results

Is there more than one
alternative whose final result is _
similar to the “winner” alternative
SoS architecture?

Similar Score : Solution Architecture

: Formal Conclusions

Fig. 3.3. Evaluation process of UT3SA method
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Each step of the evaluation process of the UT3SA method is detailed in Table

3.3.
Table 3.3. Definitions of tasks of UT3SA evaluation process
Name Property Description
Prepare Definition It is a manual task for the human resource to prepare
experimental the experimental environment for the evaluation of the
environment UT3SA method
Preconditions | — MSoSA v2021xRefresh?2 installed.
—  Magic Model Analyst v2021xRefresh?2 installed.
— UT3SA Plug-in v1.00 installed
Performer Researcher
Prepare trade Definition It is a manual task for the human resource to define the
study data for a logical architecture (Op domain), identify the key
case study requirements (St domain) of a preferred system and
the selection criteria with the assigned priority level
Outputs Project with defined Op and St domains and
established selection criteria
Performer Researcher
Perform Base Definition The Base Check of the UT3SA is performed, which is
Check defined in Section 2.2
Inputs Project with defined Op and St domains (requirements
project).
List of selected alternative solution architectures.
Set of Base Check validation-based metrics
Outputs Detailed results of performed Base Check analysis
Performer Case tool
Analyze results Definition It is manual task for the human resource to analyze the
results of the Base Check and define a set of plausible
alternative SoS solution architectures
Inputs Detailed results of performed Base Check analysis
Outputs List of plausible alternative solution architectures
Performer Researcher
Evaluate by Definition The evaluation by selection criteria of the UT3SA is
selection criteria performed, which is defined in Section 2.3.2
Inputs List of plausible alternative solution architectures.
Set of trade study selection criteria
Outputs Detailed results of performed evaluation by selection
criteria
Performer Case tool
Analyze results Definition It is manual task for the human resource to analyze the
results of the evaluation by selection criteria and
choose the alternatives that have received a similar or
equal final score.
Inputs Detailed results of the performed evaluation by the
selection criteria
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Name Property Description

Outputs List of alternatives with similar final score

Performer Researcher
Perform Definition Sensitivity Analysis of UT3SA is performed, which is
Sensitivity defined in Section 2.3.3
Analysis Inputs List of alternatives with a similar final score

Outputs Detailed results of the performed sensitivity analysis

Preconditions | There is more than one alternative with a similar score
to the ‘winner’ alternative
Performer Case tool

Analyze results Definition It is a manual task for the human resource to analyze
the results of the sensitivity analysis and choose the
‘winner’ solution architecture

Inputs Detailed results of the performed sensitivity analysis
Outputs The ‘winner’ alternative RM solution architecture
Performer Researcher
Provide Definition It is a manual task for the human resource to provide
conclusions the key decision and rationale as to which alternative

solution architecture is the most balanced one for the
preferred system

Inputs The ‘winner’ alternative RM solution architecture.
Detailed results of the performed sensitivity analysis

Outputs Formal conclusions

Performer Researcher

In the following section, the case study for applying the UT3SA method is
described.

3.2.2 Case Study

In this section, the case study for the proposed UT3SA method is presented. The
trade study of the requirements management tool is selected as the target of the case
study. The trade study is performed by evaluating eight alternative solution
architectures of different RM tools in order to select the preferred solution
architecture. This case study includes five main steps: (1) data preparation of the trade
study including the selection criteria and the alternative solution architecture; (2) base
check analysis; (3) evaluation of alternative solution architectures by the selection
criteria; (4) sensitivity analysis; (5) review of the results and the final decision.

The aim of the case study is to provide an example of UT3SA application for
the SoS architecture in the MBSE environment.

Preparation of trade study data

A traditional SE company is chosen as the subject of this trade study, which is
further called ‘Enterprise X’. Fig. 3.4 shows the main structure of Enterprise X. As
the trade study is performed in order to find the preferred RM tool among the available
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alternatives, the ‘Requirements Management’ Capability of ‘R&D’ Capability is
mainly focused on this trade study.

CV-2 Capability Taxonomy [ &= CV-2 Diagram ])

«Capability» ©)

Enterprise X

J J l !
F@apability» ©‘ ’?Capability»@ FCapability»@ ’?Capability»@ ECapability»@
Logisti

Di Finance Legal Marketing
(]
7 v
«Capability»©|  [«Capability» © «Capability» ©
R&D Producti Quality Control

v v v
«Capability» ©] |«Capability»© ( «Capability» ©)| |«Capability» ©)
Requirements M: t UX Design | i Testing

Fig. 3.4. Capability taxonomy diagram of Enterprise X

Currently, Enterprise X is using MS Excel as a tool for requirements
management. However, due to the manual requirement tracking process, many
versions of the same requirements specification document, incomplete, incorrect, and
lost requirements, it has been decided to change the current RM tool into a more
sophisticated tool.

Fig. 3.5 shows two phases of Enterprise X, the ‘As Is’ phase provided on the
left side, and the ‘To Be’ phase provided on the right side, which shows the required
capabilities of the preferred RM tool. The defined ‘Requirement Management —
Sophisticated Tool’ ActualEnterprisePhase should exhibit nine capabilities: Planning,
Elicitation, Analysis, Specification, Validation, Management, Tool Administration,
Usability, Integrations. The newly introduced capabilities are marked with the red
border, whereas the capabilities that are more sophisticated if compared to the
‘Requirement Management — Excel” phase are marked with the blue border.
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Fig. 3.5. Vision diagram of Enterprise X
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Fig. 3.6 presents two requirements management processes of Enterprise X, the
‘As Is’ RM process provided on the left side, and the ‘To Be” RM process on the right
side. The ‘As Is> RM process does not distinguish the stakeholder needs from the
system requirements due to the impossibility of establishing traceability relationships.
The ‘To Be’ RM process introduces a clear distinction between the establishment of
the stakeholder needs and the system requirements in the main RM process. Three
new activities are introduced in the ‘To Be’ RM process: validate requirements,
establish system requirements, and establish traceability links.
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Fig. 3.6. ‘As Is’ and ‘To Be’ RM Processes

Enterprise X uses various specific tools during the development process, such
as the MBSE tool, the testing tool, and MS Excel. Thus, the preferred RM tool should
not only introduce new activities into the RM process, but should also have the
interfaces to communicate with the other tools included in the development process.
Fig. 3.7 shows the necessary interfaces of the preferred RM tool, as well as indicates
the transmitted data and its direction.

«OperationalPerformer» &
RM

«OperationalRole»
2 RM Tool

«Capability» © «Exhibits»
Integration with MS Excel
«Capability» © «Capabiity» (C) «Capability» © «Exhibitsy
| i | i | ion with Testing Tool

«Exhibits»

012 Data

«Capabilty» © OE2
Integration with MBSE Tool

OE4 Y

=

o) 0
: MS Excel éb | : Testing Tool @ | : MBSE Tool éb ‘

Fig. 3.7. Resources internal connectivity diagram of RM Tool Configuration
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Once the logical architecture has been defined, the next step is to identify the
key capabilities, operational requirements and measurements for the trade study that
must be met by the preferred RM tool.

Identify critical capabilities and operational requirements

If there are capabilities and operational requirements that are essential for the
preferred functionality, they have to be identified. For that, the Critical stereotype is
used. Fig. 3.8 shows three critical capabilities of the Integrations group: (1) Integration
with the MBSE Tool; (2) Integration with MS Excel; (3) Integration with the Testing
Tool. The ‘Establish Traceability Links’ OperationalActivity is identified as a critical
operational requirement for this trade study.

In order to include critical quantitative criteria, e.g. the cost of the RM tool, the
‘RM Tool Configuration’ Capability Configuration is created, which is associated
with the ‘Requirements Management’ Capability by the Exhibits relationship. The
‘cost’ measurement with the applied Critical stereotype is defined for the ‘RM Tool
Configuration’ Capability Configuration. In addition, the ‘RM Tool Cost’
requirement is established, which satisfies the ‘cost’ measurement and indicates the

limits.
«Capability» ©
Requirements Management
«Capabilty» (C)
Integrations
{ M

«Capability» © «Capability» © «Capability» ©

«Critical» «Critical» «Critical»
Integration with MBSE Tool Integration with MS Excel Integration with Testing Tool

«OperationalActivity» €3
«Critical»

Establish Traceability Links

«Capability» ©
Requirements Management

«Exhibits»

«requirement»
RM Tool Cost
Id="3"
«CapabilityConfiguration» o Text = "RM Tool Cost shall
RM Tool Configuration «satisfy» _ 7not exceed 1500€ per

nnnnnnnnnnnn ts - user/year."
«Measurement» «Criticalxcost : Euro q —

Fig. 3.8. Critical capabilities and operational requirements

Capabilities, OperationalActivities and Measurements that have applied the
Critical stereotype must be satisfied; otherwise, the alternative RM solution
architecture will be immediately excluded from the trade study.

Define Selection Criteria

To define the selection criteria of a trade study, the requirement element is used.
The PrioritizedRequirement stereotype is applied to the requirements groups to the
indicated requirements for the trade study and to store the calculated weighting factor
of a particular selection criteria group.
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Fig. 3.9 shows that each of the nine defined capabilities is refined by a
requirement which represents the group of requirements of the scope of a particular
capability. As there are many capabilities, the usage of the requirements groups allows
to have a more organized trade study model, and, on top of that, the requirements
groups can be prioritized. In addition, the use of prioritized requirement groups in the
trade study provides a more accurate final score for each evaluated alternative solution
architecture, as the final score calculation includes the priorities of the requirement
group.
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Fig. 3.9. Capabilities and requirements group dependencies

The next step is to establish a set of requirements with the required functionality
and characteristics for the defined requirements groups that the preferred RM tool
should meet. For that, the requirements elements are created and linked to the specific
requirements group element by using the containment relationship. In addition, the
PrioritizedRequirement stereotype is applied for the requirements to the indicated
requirements that are dedicated for a trade study. Then, the priority level of a certain
requirement is determined by using the priority tag of the PrioritizedRequirement
stereotype. In this case study, the priority level is set according to Table 3.4. The
priority level scale can be freely selected according to the researcher.

Table 3.4. Priority levels of requirements

Priority | Description

8 Important high-level feature

5 Important medium-level feature
3 Important low-level feature
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Priority | Description

2 Performance feature, which is important in increasing the effectiveness in
requirements management

1 Nice to have but not critical for an RM tool

In total, 207 selection criteria are defined (Requirements Planning — 35;
Requirements Elicitation — 3; Requirements Analysis — 36; Requirements
Specification — 21; Requirements Validation — 15; Requirements Management — 38;
RM Tool Usability — 25; RM Tool Administration — 23; Others — 11). The complete
list of the defined selection criteria for a trade study of the RM tool is provided in
Appendix A.

# Name Text priority
1 |@ @ TSI Requirements Planing Requirements group for requirements planning

2 [E TS1.1 Provide project knows Cop proviae projec, KPoviPs (ke Purmber of siekeroiders purmber of (r.ertecirg sysiems) o5 esumeie PpULS 1
3 & T51.2 Estimate requirements work Can calculate total estimate of work left on tasks 1
4 [E TS1.3 Link tasks Can link tasks to individual requirements or some other similar object in the tool 1
5 [E TS1.4 Input tasks with estimates CoP (PDUL oSS VIR @SUIPP 4IRS PG (TeCH MOV FPUCK (PR 1S TRIPIPIPG OF QeCh 105k 2
6 [& TS1.5 Graph progress Can graph work remaining (task burndown chart) to project end dates 2
7 [E TS1.6 Create requirements plan Can enter tasks with target completion dates and owners 1
8 [& T51.7 Manage project portfolio Can create/track dependencies across projects within a portfolio 1
9 [ T51.8 Customize methodology checklist Can store and edit a methodology/process checklist as tasks to do 1
10 @ T51.9 Import Org Chart Can import an existing org chart (from Visio or ppt) 2
11 & T51.10 Track participants Can track stakeholder participation in requirements activities 1
12 [E TS1.11 Create personas Can create user personas and capture persona attributes 2
13 & T51.12 Link personas Can link the persona to user requirements 2
14 [& T51.13 Define object hierarchy 1/4luipie 0w\ of (e Bo< OBJECIS @<iS Vit (e (001 LRey Users Cop seiecy PO (Besic OBJRCL 1yPes viouid iPciuae fesiure requiremer.) 8
15 [® T51.14 Add custom object type User can add custom object types 8
16 [@ T51.15 Req objects variation Requirements objects types can vary by project 1
17 [ TS1.16 Req architecture variation ::::ﬁl;:l::'l:e‘r:qylj:reet\m‘e’:t\sv:r‘:l:l::‘li‘r:l;’e: ;‘Vezdv)el.nulth DeLV/eeP TeGUITEMEr s OBJEC. (yDRS) CoP Voly By PIOJRC, (€ G QeCk PIOjeC, b
18 [E T51.17 Relationships constraints Can specify which relationships types are available between any 2 object types 2
19 @ T51.18 Relationships support 7001 SUPPONLS o1 [€e3i 2 TRle 0P SHIDS (yPes vikere ) of Lhem 1S Pareri-Child +pd 1 OLFQT 1S OP& (hei CoF Be ¢ GePENC (ype of Ieleniorship 5

7001 5upPOrs N N BIGITECIIO7 ¢l TRIs1IOPSHID OF o1 2451 0P Of (e 12161107 SHID (yDES (P& 175147 Of OBJECI (yDE X CoF BE $550C14120 Vil
20 [E T51.19 Bidirectional relationships O 4 ormore her i irsierce of OBjeCL 1yDE Y o7 0 OPE IPSiepce Of OBJRCI (yPR Y CoF BE 4550CIeea vk O 4 OF MOTe (he? 4 (Psiepce of 5
object type X)
21 [ 15120 Visual layout of the hierarchy  CoP €€ o visusl lsyOur 1K 1elsioP SID irerchy Of (he OBECI LyDES (POL LKE #Cikel Gors 1P IRE DBJECLS) 1hol oS bieer esisblished | & see b
relationship my requirements architecture)
B 5 R s GRS T S S 015 s oML Y0165 o8 s St
23 [ 151,27 Create req architecture Cop Cresi@ TeUsable CUSIOMIZ0 TRAUIIRITEPLS sIChIECIUTE (&M Dloies foT PIOjects Witk o seu of aehipea object (ypes vik specifiea b
templates relationships)

24 [E T51.23 Store relationship template Cop 5107 PP uliipie OBEC. Tele\ 0P SHID (M Dloies (IRGUITRMRPLS oTChIECIUTES) (het PIOJECLS Cop selec trom 2
25 [E TS1.24 Fields customization Cop cusiomize 15, of Helas ¢350CI618G Vil QoCH TRGUITRIPTRP (S OBJRCL (o5 Moy o3 PeRARE) 2
B oot 2% 1S Y PRl 0 g o ot b ol natenis s g s b o i
27 [@ T51.26 Define field mandatory Can specify whether each field is required or optional 2
28 I8 75127 Define field format z\::ﬂ:;:;; field forme. @ g requiremer s IDs tormeis UCXX for use coses BRXX for busipess rules eic or aehre vineiner 1's o e« of "
29 [& 751.28 Define calculated fields Can define calculated fields 1
30 @ TS1.29 Customize tools ;Ii;vx'gw‘t l‘;i):aa;gue’:"aosv;ep:r;yh;nfz‘:\zlgpn:\e\:t!; TeGUITE OD)RC. 10 Feech aretid Sieius (MEP TRVIRV SieiUS MRP +PPIOVel Sieius before n
31 [& T51.30 Create Glossary Can create and update a glossary 1
32 @ T51.31 Upload Glossary Can upload an existing glossary to the requirement management tool 1
33 [& T51.32 Assign owner of req CoP 4551GP /TR~ 4551GP ¢ USRI (0 ¢ SIPGIQ IRGUITRIPRP, OF o 58, O RGUITRIPRP S o5 (he Oviper 3
34 @ TS1.33 Receive notification S:;:rﬂr:c:artee;'o‘;\.’;:;\;::;;;’nr;;:d;em.rener.x (Pel oT@ eSSiGPed (O (hem (@ g virer 1 MFsL G&IS eSSIGRed (O (ke viner 1S IResTiGPRG 1
35 [ T51.34 Create requirements plan Can create/edit delivery iterations and assign requirements to them 2
36 [ T51.35 Visually see features :?;'I(:rxa:\::\yviieh?b‘l‘lil‘t'yeioms’e::rlu“gvr:sz‘)e(l (YD) 45 455IGP M 10 1LETeLIOPS (€ G GePRIsie ¢ TOsUM oD POT o Telesse i5uPg fesiures sssigren b
37 |@ @ T52 Requirements Elicitation Requirements group for requirements elcitation

41 @ [@ T53 Requirements Analysis Requirements group for requirements analysis

78 |@ [E T54 Requirements Specification Requirements group for requirements specification
100 |E [E TS5 Requirements Validation Requirements group for requirements validation

116 | @ 156 group for

155 |@ [& T57 RM Tool User Experience Requirements group for RM Tool user experience
181 |@ & T58 RM Tool i group for RM Tool

205 |@ [E T59 Others Requirements group for others RM Tool requirements

Fig. 3.10. Requirements Table for RM Tool Trade Study

Once a set of selection criteria with a defined priority level has been established,
the weighting factors for each group of the selection criteria are calculated on the basis
of the relative importance of each selection criterion group. In this case study, the
AHP method is applied to calculate the weighting factors of the selection criteria
group. The AHP method can also be used to calculate the weighting factors for each
selection criterion separately, but since there are 207 selection criteria in total, the
paired matrix would become very large. Thus, in this trade study, the AHP method is
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used only to determine the weighting factors of the selection criteria groups. The
selection criteria have defined individual priority levels.

To calculate the weighting factors for each group of the selection criteria, a
pairwise matrix is first constructed (Table 3.5). The level of importance of each group
of'the selection criteria is determined by judging the nine pairs of the groups according
to the comparison scale provided in Table 2.16. The criteria groups in Table 3.5 are
listed according to the id of the requirements group (Fig. 3.9).

Table 3.5. Pairwise matrix of trade study

# TS1 | TS2 | TS3 | TS4 | TS5 | TS6 | TS7 | TS8 | TSI
TS1 1 4.00 | 025 | 0.17 1 0.14 ) 0.11 | 033 | 0.20 | 3.00
TS2 | 0.25 1 0.14 | 0.17 | 0.14 [ 0.11 [ 0.20 | 0.17 | 2.00
TS3 | 4.00 | 7.00 1 3.00 [ 0.50 ] 0.17 ] 3.00 | 2.00 | 8.00
TS4 | 6.00 [ 6.00 | 0.33 1 0.17 | 0.13 [ 3.00 | 1.00 | 9.00
TS5 | 7.00 | 7.00 | 2.00 | 6.00 1 [033] 6.00 [ 500 [ 9.00
TS6 | 9.00 [ 9.00 | 6.00 | 8.00 [3.00| 1 9.00 | 7.00 | 9.00
TS7 | 3.00 | 5.00 | 0.33 | 033 [ 0.17 | 0.11 1 0.50 | 8.00
TS8 | 5.00 [ 6.00 | 0.50 | 1.00 | 0.20 | 0.14 | 2.00 1 7.00
TS9 | 033 ( 0.50 | 0.13 | 0.11 | 0.11 ] 0.11 | 0.13 | 0.14 1

Total | 35.58 | 45.50 | 10.68 | 19.78 | 5.43 | 2.21 | 24.66 | 17.01 | 56.00

The next step is to normalize the defined weights. First, each column entry is
divided by the sum of the column (the ‘Total’ cell of a particular selection group) to
obtain a normalized result (

Table 3.6). Then, each row of the resulting matrix is summed up. Finally, the
sums of the criteria are normalized with the objective to obtain the final weighting
factor. Equations (11) and (12) show the weight normalization of the “TS1’ group of
the selection criteria.

1

n, = =—— = — = 0.03; (1)
Y vi 3558

LTS e T o0 ' (12)

Where:
nl — 1% criteria group normalized value by column,
nwl — 1*" criteria group weighting factor,
trvl — 1* criteria group sum of the normalized value by row.
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Table 3.6. Normalized Weights of Trade Study

TS | TS | TS | TS | TS | TS | TS | TS | TS | Tota | Weightin
1 2 3 4 5 6 7 8 9 1 g Factor

001]00)|00|00]00]00]0.0]1]0.0]0.0
TS1 3 9 ) 1 3 P 1 1 P 0.30 0.0337

001]00)|00|00]00]00]0.0]1]0.0]0.0
TS2 1 ) 1 1 3 P 1 1 4 0.18 0.0201

01010001} 00]007]011]01]7]0.1
TS3 1 5 9 5 9 3 ) ) 4 1.06 0.1179

010100} 00]00]007]011]0.0]0.1
TS4 5 3 3 P 3 6 ) 6 6 0.81 0.0901

02]01)01}03]01]01]02]02]0.1
TS5 0 5 9 0 3 5 4 9 6 1.87 0.2082

0202|0504 ]05]04]03]|04]0.1
TS6 P 0 6 0 P 5 6 1 6 3.36 0.3732

00]01)00|00]00]007]0.0]1]0.0]0.1
TS7 3 1 3 ) 3 P 4 3 4 0.54 0.0596

010100 00]00]007]0.0]1]0.0]1]0.1
TS8 4 3 P P 4 6 3 6 3 0.74 0.0818

001]00)|00|00]00]00]0.0]1]0.0]0.0

TS9 1 1 1 1 5 p 1 1 5 0.14 0.0155

Total 9.00 1.00

#

The calculated weighting factors are stored for a specific selection criterion
group by using the normalizedPriority tag of the PrioritizedRequirement stereotype.

In order to automate the trade study analysis in the MBSE environment, the
CapabilityConfiguration element with a defined set of measurements is introduced.
Fig. 3.11 (only a part of the figure is shown due to the actual size of the figure) shows
the introduced ‘RM Tool Configuration’ CapabilityConfiguration that contains the
required set of measurements. Each measurement represents the defined selection
criterion of an RM tool trade study. Measurements are associated with a particular
selection criterion requirement using the Satisfy relationship. Also, the Criterion
stereotype is applied to measurements in order to store the priority level of the
associated selection criterion requirement to the weight tag.

The final step of data preparation for the trade study process is to prepare a set
of alternative RM solution architectures. In this trade study, eight alternatives are
selected that represent the existing RM tools on the market. Fig. 3.12 (only a part of
the figure is shown due to the actual size of the figure) shows alternatives that are
defined as FieldedCapability elements typed by the ‘RM Tool Configuration’
Capability Configuration. Each FieldedCapability (RM_I, RM_II, RM_III, RM 1V,
RM _V,RM VI, RM_VII, RM VIII) is evaluated and scored against the set of trade
study selection criteria. Alternative RM solution architectures are scored by using the
scale from 0 to 3 (0 — cannot do it in the tool; 1 — can do it but there is a manual
workaround; 2 — can do it without any workarounds, but it is still not that easy to use;
3 —can do it in the tool, and it is user friendly). The complete list of alternatives with
the determined scores of the selection criteria is provided in Appendix C.

105



«requirement»
> Input project knows
. Id ="TS1.1"
: priority =1
%: «requirement»
=1 Estimate requirements work
B e mm e =
e Id="TS1.2"
> . .
r «Capability» © Lg priority = 1
R, M g
[ee= 2 -
A«Exhibits» | | «requirement»
! [ Link tasks
S
CapabilityConfigurati 3 : : 5! Id ="TS1.3"
«Capability onllgura !on» oY = priority = 1
RM Tool Configuration I (- !
1
measurements g, -
«Measurement» «Critical»cost : Euro [ ' «reqwre-;ment».
«Measurement» «Criterion»-TradeStudyCriteria.TS1.1 : Score{wheight ="1"} 4 _ _ _' 1 Input tasks with estimates
«Measurement» «Criterion»-TradeStudyCriteria.TS1.2 : Score{wheight="1"} 4_ _ _ _ _ _ 1 . Id ="TS1.4"
«Measurement» «Criterion»-TradeStudyCriteria. TS1.3 : Score{wheight ="1" 4 _ _ _ _ _ _ _ «satisfy» Soriority = 2
«Measurement» «Criterion»-TradeStudyCriteria.TS1.4 : Score{wheight L _ prionty'=
«Measurement» «Criterion»-TradeStudyCriteria.TS1.5 : Score{wheight 1
«Measurement» «Criterion»-TradeStudyCriteria.TS1.6 : Score{wheight = "1"} : 3
. g «requirement»
[ Graph progress
1
| e >1d ="TS1.5"
! priority = 2
Al
21
17}
21
© A
ol «requirement»
: Create requirements plan
Id ="TS1.6"
priority =1

Fig. 3.11. Configuration of the requirement management tool

The ActualCriterion stereotype is applied to actual measurements in order to
store a calculated normalized score of a specific selection criterion during the deep
check analysis. Furthermore, the FieldedCapabilities that represent alternative
solution architectures of the RM tools are specified as the achieved configurations of
‘Enterprise X’ ActualOrganization using the AchievedEffect relationship (Fig. 3.12).

«FieldedCapability» o «FieldedCapability» o «FieldedCapability» o «FieldedCapability» o
TradeStudyCriteria. TS1.1 = 1 TradeStudyCriteria.TS1.1 = 0| |TradeStudyCriteria.TS1.1=0| |TradeStudyCriteria.TS1.1 =0
TradeStudyCriteria. TS1.2 = 2 TradeStudyCriteria.TS1.2 = 2| |TradeStudyCriteria.TS1.2=0| |TradeStudyCriteria.TS1.2 =1
TradeStudyCriteria. TS1.3 = 3 TradeStudyCriteria.TS1.3 = 3| |TradeStudyCriteria.TS1.3 =2| |TradeStudyCriteria.TS1.3 =1
TradeStudyCriteria. TS1.4 = 2 TradeStudyCriteria.TS1.4 = 2| |TradeStudyCriteria.TS1.4 =2| |TradeStudyCriteria.TS1.4 =1
TradeStudyCriteria. TS1.5 = 2 TradeStudyCriteria.TS1.5 = 3| |TradeStudyCriteria.TS1.5 = 1 TradeStudyCriteria. TS1.5 = 1
TradeStudyCriteria. TS1.6 = 2 TradeStudyCriteria.TS1.6 = 3| |TradeStudyCriteria.TS1.6 =2 | |TradeStudyCriteria.TS1.6 = 1

N N N N

' I«Achieves» I«Achieves» !

1 I 1 1

I I I I

‘L _ _«Achieves» _ «ActualOrganization» R|- -CTEER !

777777777777777777777777 |

l «Achieves» «Achieves» )

! T T |

: «Achieves» : :

| , «Achieves» | ,

T - v v v

«FieldedCapability» © «FieldedCapability» o «FieldedCapability» o «FieldedCapability» o
RM_Ill : RM Tool Configuration X - i - 5 .

TradeStudyCriteria. TS1.1=0 | [TradeStudyCriteria. TS1. TradeStudyCriteria. TS1.1 = 1| |TradeStudyCriteria.TS1.1 =1
TradeStudyCriteria.T$1.2=3 | | TradeStudyCriteria. TS1. TradeStudyCriteria.TS1.2 = 3| |TradeStudyCriteria. TS1.2 = 3
TradeStudyCriteria. TS1.3 =3 | | TrageStudyCriteria. TS1. TradeStudyCriteria. TS1.3 = 3| | TradeStudyCriteria. TS1.3 = 3
TradeStudyCriteria. T$1.4 =3 | | TradeStudyCriteria. TS1. TradeStudyCriteria. TS1.4 = 3| |TradeStudyCriteria.TS1.4 = 2
TradeStudyCriteria. TS1.5 =3 | | TrageStudyCriteria. TS1. TradeStudyCriteria.TS1.5 = 1| |TradeStudyCriteria. TS1.5 = 1
TradeStudyCriteria.TS1.6 =3 | | TradeStudyCriteria. TS1.6 = TradeStudyCriteria. TS1.6 = 3| |TradeStudyCriteria. TS1.6 = 0

Fig. 3.12. Alternative solution architectures of the RM tool

Once the required data of trade study has been prepared, the next step is to
perform the base check analysis.
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Base check analysis: Check the coverage of key requirements
(Automated step with simulation)

In order to check the coverage of the quantitative key requirements, first of all,
it is necessary to formalize the text-based ‘RM Tool Cost’ requirement. The ‘RM Tool
Cost’ requirement is refined by the ‘RM Cost’ Constraint Block, and Constraint
Parameters are bounded to the Measurements that are verified by a Requirement (Fig.
3.13).

To automatize the analysis using the simulation, the ResourceArchitecture
element ‘QuantitativeKeyCriteriaAnalysis’ is created, which will be executed during
the simulation. Additionally, the ResourceRole typed ‘RM Tool Configuration’
CapabilityConfiguration is created, which links to alternative solution architectures.
Finally, the ‘result’ measurement is introduced to store the analysis result.

«ResourceArchitecturen &
Q iteriaAnalvsi
Y y «CapabiltyConfiguration» o «requirement»
constraints RM Tool Configuration RM Tool Cost
: RM Cost
measurements «satisfy» Id="3"
measurements «Measurement» «Critical»cost : Euraed — — — Text = "RM Tool Cost shall
«Measurementrresult : VerdictKind
not exceed 1500€ per
user/year."
[ e o Acrefine»
al tric [@ Quar yCriteriaAnalysis ]) |
S = e\a «constraint»
«ResourceRole»
RM Tool Config - RM Tool C oSt
" constraints
< EOEEIRE {rez=RM_C<=1500 ? 'Pass"Fail}
: RM Cost RM_C «eqyal» «Measurement» &
i «Critical» parameters
= = 5 1Pass™ Fail
{rez=RM_C<=1500 ? 'Pass":'Fail'} ot Euro ez o e
’—‘ RM_C : Real
rez

«equal»

«Measurement» 811
result : VerdictKind

Fig. 3.13. Text-based requirement formalization

The coverage analysis of quantitative critical measurements is performed by
simulating the ‘QuantitativeKeyCriteriaAnalysis’ with eight alternative solution
architectures. Fig. 3.14 shows the results of the quantitative measurements coverage
analysis.

# A Name x RM Tool Configuration : RM Tool Configuration &3 result : VerdictKind
1 € #1_quantitativeKeyCriteriaAnalysis @F RM_I : RM Tool Configuration pass
2 @ #2_quantitativeKeyCriteriaAnalysis ©F RM_II : RM Tool Configuration pass
3 @@ #3_quantitativeKeyCriteriaAnalysis ©F RM_IIl : RM Tool Configuration pass
4 @ #4_quantitativeKeyCriteriaAnalysis @F RM_IV : RM Tool Configuration pass
5 @ #5_quantitativeKeyCriteriaAnalysis ©F RM_V : RM Tool Configuration pass
6 (@ #6_quantitativeKeyCriteriaAnalysis ©F RM_VI : RM Tool Configuration pass
7 @ #7_quantitativeKeyCriteriaAnalysis @F RM_VII : RM Tool Configuration pass
8 @ #8_quantitativeKeyCriteriaAnalysis ©F RM_VII1 : RM Tool Configuration pass

Fig. 3.14. Results of key measurements coverage analysis in MSoSA tool

The next step is to check the coverage of the key capabilities and operational
requirements. In order to do this, first of all, it is necessary to link each alternative RM
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architecture configuration to the critical Capability using the Exhibits relationship.
Second, each Resource Role of an alternative RM architecture should be linked to the
Operational Role using the Implements relationship. Finally, each Resource
Connector of an alternative RM architecture should be linked to the Operational
Connector using the Implements relationship (Fig. 3.15). The complete list of
alternatives with traceability links between the critical interfaces is provided in
Appendix A.

«Capability» ©
Requirements Management

«Capabilty» (C)
Integrations

{ I

«Capability» © «Capabilty» © «Capability» ©
«Critical» «Critical» «Critical
Integration with MBSE Tool Integration with Testing Tool Integration with MS Excel
A b _ Y- )
N - -
| - _ - | |
«Exhibitsry < «Exhibitsy_ —
| Exibits» - N\ _ - | Exibits | cExhibits»
I ;- A I I
- «Exhibits»
I 4 NP — — = I I
/ , N
| | |
«OperationalPerformer» & «ResourceArchitecture» F:Y
RM RM_I Tool Configuration

«OperationalRole» 2, dmplements» «ResourceRole» ]
: Testing Tool - |- - - - = | TT : Testing Tool

REZ flow for Test Case

«OperationalRole»
BEMiToo! «ResourceRole» g,

1: RM_I Tool

1 flow for 3D mockup
e =
: Design Tool _ | melements» | |  «ResourceRole»
DT : Design Tool @

C

RE7 flow for Data

»
L

«ResourceRole»

«Operanenamole»ég _ | «mplements» | | MT: MBSE Tool @
QEESETool Fl ResourceRoler 5]
| = i flow for SysML Requirementsy | ms Excel
< T

| RE3 flow for Requirements |

Fig. 3.15. Traceability links between critical interfaces and RM_1 alternative

The specified metric suite with defined validation-based metric definitions (Fig.
3.2) is used to automate the analysis of the coverage of the key capabilities and
operational requirements. Fig. 3.16 presents the metric table ‘KeyReq Check Metric
Table’ that is created in the MSoSA tool to calculate coverage metrics for eight
alternative SoS solution architectures. The ‘KeyReqCoverage’ metric suite is selected
as a table metric suite.

In order to calculate the coverage metrics, first, for each alternative, an
InstanceSpecification element typed by the ‘KeyReqCoverage’ metric suite is created.
The results of the calculated metrics will be stored in the InstanceSpecification slots.
Additionally, for each alternative, the scope of the metric is indicated: (1) package of
key capabilities; (2) package of key operational requirements; (3) package of Rs
domain views of a specific alternative.
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" KeyReq Check Metric Tabl... X

BB Calculate Metrics = Add Existing... 1 Show Metric Suites % Columns Expo
Criteria
Metric Suite: KeyReqCoverage Filter: Y™~
5 Coverage of Key Coverage of Key
# &, Date Name 2 Scope R el LRl & Coverage Index

[*7 Key Operational

1 B, RM_I_KeyReq ) Key Strategy
7 RM_I Resources Structure
1 Key Operational

2 B2, RM_II_KeyReq 7 Key Strategy
7 RM_II Resources Structure
1 Key Operational

3 B2, RM_IIl_KeyReq ] Key Strategy
7 RM_Ill Resources Structure
7 Key Operational

4 Ea, RM_IV_KeyReq ] Key Strategy
7 RM_IV Resources Structure
7 Key Operational

5 B2, RM_V_KeyReq 7 Key Strategy
7 RM_V Resources Structure
7 Key Operational

6 B2, RM_VI_KeyReq 7 Key Strategy
1 RM_VI Resources Structure
1 Key Operational

7 B2, RM_VII_KeyReq 1 Key Strategy
7 RM_VII Resources Structure
[ Key Operational

8 £ RM_VIIl KeyReq 1 Key Strategy
7 RM_VIIl Resources Structure

Fig. 3.16. Metric table for key requirements coverage analysis in MSoSA tool

Once the metric calculation begins, the calculated coverages in percentage
values are provided for each alternative solution architecture (Fig. 3.17).

, CoverageofKey |, Coverage of Key

# & Date Name & Scope 25 Capabilities Op Req &4, Coverage Index

) Key Operational
1 2021.12.05 15.29 B RM_|_KeyReq [ Key Strategy 100 100 100
3 RM_I Resources Structure
3 Key Operational
RM_II_KeyReq 3 Key Strategy 100 100 100
9 RM_II Resources Structure
3 Key Operational
3 2021.12.05 15.30 £, RM_IIl_KeyReq [ Key Strategy 100 100 100
3 RM_IIl Resources Structure
[ Key Operational
RM_IV_KeyReq [ Key Strategy 100 100 100
3 RM_IV Resources Structure
[ Key Operational
5 [2021.12.05 15.30 £, RM_V_KeyReq [ Key Strategy 100 100 100
3 RM_V Resources Structure
3 Key Operational
RM_VI_KeyReq B3 Key Strategy 100 100 100
3 RM_VI Resources Structure
3 Key Operational
7 |2021.12.05 15.33 £, RM_VII_KeyReq [ Key Strategy 100 100 100
[ RM_VII Resources Structure
3 Key Operational
8 2021.12.05 15.35 £2, RM_VII_KeyReq [ Key Strategy 66 100 75
[ RM_VIIl Resources Structure

2 [2021.12.05 15.29

®

4 [2021.12.05 15.30

"

6 |2021.12.05 15.33

P

Fig. 3.17. Results of key requirements coverage analysis in the MSoSA tool

The column ‘Coverage of Key Capabilities’ shows the percentage coverage of
capabilities that have applied the Critical stereotype. The column ‘Coverage of Key
Op Req’ shows the percentage coverage of OperationalActivities that have applied
the Critical stereotype. The column ‘Coverage Index’ shows the total coverage of the
critical capabilities and OperationalActivities.

Once the coverage analysis of the quantitative key measurements, capabilities
and operation activities is done, the results are reviewed. Fig. 3.14 demonstrates that
all the checked alternatives have passed the quantitative measurements coverage
check. Fig. 3.17 shows that the RM_VIII alternative does not fully cover the key
capabilities. As the all identified key capabilities and operational requirements must
be met, the alternative RM_ VIII is excluded from the trade study.
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Base check analysis: Quality assessment (Automated step with simulation)

The specified metric suite with defined validation-based metric definitions (Fig.
3.2) is used to automate the quality assessment. Fig. 3.18 presents the metric table
‘Quality Assessment Metric Table’ that is created in the MSoSA tool to calculate
metrics for seven alternative solution architectures. The ‘Quality Assessment’ metric
suite is selected as a table metric suite.

In order to calculate the metrics, first, for each alternative, an
InstanceSpecification element typed by the ‘Quality Assessment’ metric suite is
created. The results of the calculated metrics will be stored in the
InstanceSpecification slots. Additionally, for each alternative, the scope of the metric
is indicated: (1) package of St domain views; (2) package of Op domain views; (3)
package of Rs domain views of a specific alternative.

" Quality Assessment Metri... X

7 [® [ Calculate Metrics == Add Existing... B4 Show Metric Suites ., Columns [ Export @ +
Criteria
Metric Suite: Quality Assessment Filter: Y~
¢ o & s il Tt e Yl A
) Strategy
1 £, RM_I_Quality, B oy i
1 RM_I Resources Structure
) Strategy
2 £, RM_Il_QualityAssessment  [* Operational
9 RM_Il Resources Structure
9 Strategy
3 £, RM_II_QualityAssessment ] Operational
1 RM_IIl Resources Structure
) Strategy
4 £, RM_IV_QualityAssessment ™ Operational
9 RM_IV Resources Structure
1 Strategy
5 £, RM_V_QualityAssessment [ Operational
1 RM_V Resources Structure
) Strategy
6 £, RM_VI_QualityAssessment [ Operational
1 RM_VI Resources Structure
P Strategy
7 £, RM_VI_QualityAssessment ) Operational
1 RM_VII Resources Structure

Fig. 3.18. Metric table for quality assessment in MSoSA tool

It is of importance to determine the minimum possible quality index before
calculating the metrics. Those alternatives which do not reach the minimum values of
the quality index will be excluded from the trade study due to poor quality. In this
trade study, the minimum possible quality index is 0.7, as suggested by MIPS and
CMS studies [136].

Once the metric calculation begins, each validation-based metric definition is
calculated first, followed by partial quality index calculation based on a specific
metric suite. Finally, the quality index is calculated by using Equation (4). The closer
the quality index is to one, the higher is the quality of the evaluated alternative solution
architecture.

Equation (13) shows the quality index calculation of the
‘RM_1 QualityAssessment’ InstanceSpecification that represents the RM_I solution
architecture. The complete list of the quality index values for each alternative is
provided in Fig. 3.19.

Qrm, = 1 —((0.0769 + 0.1622 + 0.15) + 3) = 0.8703; (13)
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Partial Quality | ,, Partial Quality | ,, Partial Quality

u x .
# co Date Name & Scope 5 lndex_H | %9 Index_STvsRS 2 Index_O Pvs RS

o Quality Index
[ Strategy

1 |2021.12.05 16.56 £ RM_I_QualityAssessment P Operational 0.0769 0.1622 0.15 0.8703
3 RM_I Resources Structure

[ Strategy
2 {2021.12.05 16.58 &, RM_II_QualityAssessment | Operational 0.1519 0.625 0.2612 0.654
3 RM_II Resources Structure

F3 strategy
3 [2021.12.05 16.58 £, RM_IIl_QualityAssessment [ Operational 0.1591 0.0313 0.0795 0.91
[ RM_IIl Resources Structure

3 Strategy
4 {2021.12.05 16.58 £ RM_IV_QualityAssessment = Operational 0.0294 0.1176 0.0354 0.9392
3 RM_IV Resources Structure

[ Strategy
5 |2021.12.05 16.58 &, RM_V_QualityAssessment [ Operational 0.3043 0.038 0.0819 0.8586
3 RM_V Resources Structure

[ Strategy
6 [2021.12.05 16.58 £, RM_VI_QualityAssessment [ Operational 0.0517 0.1786 0.6901 0.6932
9 RM_VI Resources Structure

3 Strategy
7 12021.12.05 16.59 =N RM_VII_QualityAssessment | Operational 0.0857 0.2083 0.0974 0.8695
3 RM_VII Resources Structure

Fig. 3.19. Results of quality assessment in MSoSA tool

The column ‘Partial Quality Index H’ presents the partial quality index by
calculating the ‘Horizontal’ metric suite. The column ‘Partial Quality Index STvsRS’
presents the partial quality index by calculating the ‘St vs Rs’ metric suite. The column
‘Partial Quality Index OPvsRS’ presents the partial quality index by calculating the
‘Op vs Rs’ metric suite. The column ‘Quality Index’ presents the final quality index
that indicates the quality level of the evaluated alternative solution architectures.

Once the metric calculation is done, the obtained results are reviewed. The
RM 1V alternative has achieved the highest quality index value, specifically, 0.9392.
However, two alternatives did not reach the specified minimum quality index value.
Alternatives RM_II and RM_VI are thus excluded from the trade study, as their
quality index is prominently lower than 0.7.

Deep check: Evaluation of alternative solution architectures by selection criteria
(Automated step with simulation)

The next step is to perform the evaluation of alternative solution architectures
by selection criteria. In order to automatize the analysis by using simulation, first, the
ResourceArchitecture element ‘RMTool TradeStudyAnalysis’ is created (Fig. 3.20),
which will be executed during the simulation. Additionally, the EvaluationByCriteria
stereotype is applied, and the ResourceRole typed ‘RM Tool Configuration’
CapabilityConfiguration is created, which contains the set of trade study selection
criteria and links to alternative solution architectures.

«ResourceArchitecture» &
«EvaluationByCriteria»

RMTool_TradeStudyAnalysis

parts
«ResourceRole» RM Tool Configuration: RM Tool ConfigurationroleKind = Used Configuration}

Fig. 3.20. Executable element for evaluation by selection criteria

Then, the dedicated EvaluationByCriteriaTable table is created to perform the
architecture evaluation by selection criteria in the MSoSA tool (Fig. 3.21). The
ResourceArchitecture element ‘RMTool TradeStudyAnalysis® (Fig. 3.20) is
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specified as a context of the table. The table columns ‘Criteria’ and ‘Alternatives’
display the derived data that is gathered based on the specified ResourceRole of the
‘RMTool TradeStudyAnalysis’ ResourceArchitecture.

# Name Capability Configuration Criteria Alternatives Results | Winner Score

@ RM Tool Configuration  §3 TradeStudyCriteria.TS1.1 : Integer | @ RM_I : RM Tool Configuration

50 TradeStudyCriteria.TS1.2 : Integer | @ RM_IIl : RM Tool Configuration

8D TradeStudyCriteria. TS1.3 : Integer | @F RM_IV : RM Tool Configuration

8D TradeStudyCriteria. TS1.4 : Integer | @ RM_V : RM Tool Configuration

8D TradeStudyCriteria. TSL.5 : Integer | @ RM_VII : RM Tool Configuration
1 # RMTool_TradeStudyAnalysis 89 TradeStudyCriteria. TS1.6 : Integer

80 TradeStudyCriteria.TS1.7 - Integer

59 TradeStudyCriteria.TS1.8 - Integer

8 TradeStudyCriteria. TS1.9 : Integer

80 TradeStudyCriteria. TS1.10 : Integer

Fig. 3.21. Table for Deep Check Analysis in MSoSA Tool

The following explains in detail the execution of the evaluation according to the
algorithm provided in Fig. 2.23.

The deep check stage begins with an evaluation of each plausible RM tool
alternative (RM_I, RM_III, RM_IV, RM_V, RM_VII) according to the established
selection criteria. Plausible alternatives are judged by their overall satisfaction with a
series of desirable characteristics by executing the model using the algorithm shown
in Fig. 2.23.

First, the evaluation starts by normalizing the values of the scored criteria for
each plausible alternative by the selection criterion. Equation (14) shows the
normalization of the ‘TradeStudyCriterion.TS1.3” selection criterion of the RM I
alternative. The complete list of normalized values of the scored criteria for each
plausible alternative is provided in Appendix D.

_ V3 _ 3
M3 = 58 = 3+3+1+243
i=1Y3

= 0.25; (14)

Second, the weighted scores are calculated. Normalized values of the selection
criteria are multiplied by a priority level of a particular selection criterion as well as
by a weighted factor of the relevant selection criteria group. Equation (15) shows the
weighted score calculation of the ‘TradeStudyCriterion. TS1.3” selection criterion of
the RM I alternative. The complete list of weighted values of the selection criteria for
each plausible alternative is provided in Appendix D.

wsz = 0.25 X 1 X 0.0337 = 0.0084; (15)

Third, the weighted scores are summed up for each alternative by using
Equation (9). Table 3.7 shows the weighted scores summed by the selection criteria
group, including the total sum of the weighted score of all the selection criteria.

Table 3.7. Final scores of the evaluation by selection criteria

. Sum of weighted scores
Criteria group

RM I [RM_III [RM IV [ RM_V [ RM_VII
TS1 0.4561 | 0.4334 | 0.5268 | 0.5277 | 0.5498
TS2 0.0146 | 0.0255 | 0.0179 | 0.0278 | 0.0146
TS3 2.5223 | 1.4470 | 3.4475 | 33564 | 3.3748
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. Sum of weighted scores

Criteria group

RMI | RMIII | RM IV | RM V | RM VIl
TS4 1.2126 | 09657 | 1.4078 | 1.3037 1.5074
TS5 1.3980 | 1.2689 | 1.3446 | 1.5783 1.2808
TS6 3.8831 | 4.7714 | 7.0407 | 6.8397 5.8282
TS7 0.6399 | 0.8377 | 0.9628 | 0.8195 0.7332
TS8 0.9261 1.0968 1.0924 | 1.1008 0.7737
TS9 0.0686 | 0.0608 | 0.0531 | 0.0666 0.0608
Sum: 11.1213 | 10.9072 | 15.8936 | 15.6205 | 14.1233
Final Score: 69.97 68.63 100 98.28 88.86

Fig. 3.22 shows the results of an evaluation by the selection criteria that is
entered in the MSoSA tool after the execution of the ‘RMTool TradeStudyAnalysis’
element. The ‘Results’ column provides the final score for all the evaluated alternative
solution architectures: RM I — 11.1213; RM_III — 10.9072; RM_IV — 15.8936;
RM _V —15.6205; RM_VII — 14.1233. The ‘Winner’ column indicates the RM IV
alternative as a ‘winner’ as it has achieved the highest score of all the alternatives.
The ‘Score’ column shows the reach score of the ‘winner’ alternative, that is, 15.8936.
The ‘Alternatives for Sensitivity Analysis’ column indicates the alternatives that have
obtained the same or similar final score: RM_IV and RM_V. The alternatives that
scored 95% or higher in comparison to the highest-scoring alternative are suggested
for sensitivity analysis including the highest-scoring alternative itself.

t
# Name Capability Configuration Criteria Alternatives Results Winner SCOre | ancitiity Analysis

@ RM Tool Configuration | g0 TradeStudyCriteria. TS1.1 - Integer | ¢RM_I: RM Tool RM_I- 11.1213 SRM_IV : RM Tool 15.8936 | . RM_IV : RM Tool
a.TS1.2 : Integer © Configuration RM_IIl - 10.9072 © Configuration Configuration
TSL.3 : Integer ;RM n RMT ol RM_IV - 15.8936 ¢ RM_V : RM Tool
TS1.4 : Integer onfiguratios RM_V - 15.6205 Configuration
TSLS - Integer | of RMLIV : RM Tool RM VIl - 14.1233
1 & RMTool_TradeStudyAnalysis £ TradeStudyCriteria. TS1.6 - Integer Configuration

57 TradeStudyCriteria. TSL.7 - Integer | of (R:M f\’g R’:‘ Tool

8 TradeStudyCriteria.TS1.8 : Integer

81 TradeStudyCriteria.TS1.9 : Integer | @f 'ég""-f\ghr:y Tool

8 TradeStudyCriteria. TS1.10 : Integer

81 TradeStudyCriteri
& TradeStudyCri
& TradeStudyCri
& TradeStudyCri

Fig. 3.22. Results of an evaluation using selection criteria in MSoSA tool

In order to ensure that the ‘winning’ alternative is truly the winner, it is
necessary to perform a sensitivity analysis for two alternatives: RM_IV and RM_V.

Deep check: Sensitivity analysis (Automated step with simulation)

Once the evaluation by the selection criteria has been performed and there are
alternatives that have a close final score, the sensitivity analysis is required. To
automatize the sensitivity analysis using the simulation, the ResourceArchitecture
element ‘RMTool SensitivityAnalysis’ is created (Fig. 3.23), which will be executed
during the simulation. The SensitivityAnalysis stereotype is applied to the
‘RMTool SensitivityAnalysis’ element in order to specify the alternatives that will be
analyzed — RM_IV and RM_V — and the sensitivity variable ‘20’. Additionally, the
ResourceRole typed ‘RM Tool Configuration’ CapabilityConfiguration is created
which contains the set of selection criteria that are needed during the sensitivity
analysis.
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«ResourceArchitecture» &
«SensitivityAnalysis»

RMTool_SensitivityAnalysis

parts
«ResourceRole» RM Tool Configuration: RM Tool Configuration{roleKind = Used Configuration}

Alternatives =
©RM_IV

©RM_V
SensitivityVariable = 20

Fig. 3.23. Executable element for sensitivity analysis

Then, the dedicated SensitivityAnalysisTable table is created to execute the
sensitivity analysis in the MSoSA tool (Fig. 3.24). The ResourceArchitecture element
‘RMTool SensitivityAnalysis’ (Fig. 3.23) is specified as a context of the table. The
table column ‘Analyzed Criteria’ displays the derived data that are collected based on
the specified ~ ResourceRole of  the ‘RMTool SensitivityAnalysis’
ResourceArchitecture. This column provides a list of selection criteria which have a
different actual score between the RM_IV and RM_V alternatives. Only the selection
criteria with different scores are included in the sensitivity analysis, as changing the
criteria with the same score will lead to the same change.

Sensitivity

# Name Capability Configuration | =75 0 Alternatives Analyzed Criteria RM_IV Sensitivity Index RM_V Sensitivity Index

© RM Tool Configuration |20 @© RM_IV : RM Tool Configuration |3 TradeStudyCriteria.TS1.2 : Integer

@ RM_V : RM Tool Configuration |g3 TradeStudyCriteria.TS1.3 : Integer

89 TradeStudyCriteria. TS1.4 : Integer

89 TradeStudyCriteria. TS1.6 : Integer

82 TradeStudyCriteria. TS1.8 : Integer

1 4 RMTool SensitivityAnalysis & TradeStudyCriteria. TS1.9  Integer
8 TradeStudyCriteria. TS1.21 : Integer

8 TradeStudyCriteria. TS1.25  Integer

83 TradeStudyCriteria. TS1.27 : Integer

8 TradeStudyCriteria. TS1.28  Integer

Fig. 3.24. Table for sensitivity analysis in MSoSA tool

The following explains in detail the execution of the sensitivity analysis
according to the algorithm provided in Fig. 2.25.

The sensitivity analysis begins with the calculation of the difference between
the actual score and the actual score increased by the sensitivity variable. Equation
(16) shows the calculation of the difference of the actual score of the RM IV
alternative selection criterion ‘TradeStudyCriterion.TS6.22° when the sensitivity

variable is equal to 20%.
Axy, = (3 %X 120%) — 3 = 0.60; (16)

The next step is to calculate the difference in the final score after the sensitivity
variable increases one selection criterion. This step consists of multiple calculations.
First, the increased actual score criterion is normalized. Equation (17) shows the

normalization of the ‘TradeStudyCriterion. TS6.22” selection criterion of the RM_IV
alternative.
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Second, the weighted score is calculated. The normalized value of the selection
criterion is multiplied by a priority level of a particular selection criterion and by a
weighted factor of the relevant selection criterion group. Equation (18) shows the
weighted score calculation of the ‘TradeStudyCriterion. TS6.22” selection criterion of
the RM_1V alternative.

ws,, = 03732 X 2 X 0.6 = 0.4478; (18)

Third, the newly calculated weighted score is summed up with the weighted
scores of the other criteria calculated in the deep check analysis. Fourth, the difference
in the final score is calculated after the sensitivity variable increases one selection
criterion. Equation (19) shows the difference calculation of the final score when the
‘TradeStudyCriterion. TS6.22° selection criterion of the RM_IV alternative is changed
by the sensitivity variable.

Ay,, = 4.8693 — 4.6658 = 0.2036; (19)

The final step in the sensitivity analysis is to calculate the sensitivity index.
Equation (20) shows the calculation of the sensitivity index of the selection criterion
‘TradeStudyCriterion. TS6.22° of the RM IV alternative. The complete list of
calculations of the sensitivity indexes is provided in Appendix E.

Sensitivity,, = % =0.3393; (20)

Fig. 3.25 presents the sensitivity analysis results that are provided in the MSoSA
tool after the execution of the ‘RMTool_SensitivityAnalysis’ element. The ‘RM_IV
Sensitivity index’ column provides calculated sensitivity indexes of the RM IV
alternative for the selection criteria shown in the ‘Analyzed Criteria’ column. The
‘RM_V Sensitivity index’ column provides calculated sensitivity indexes of the
RM V alternative. The higher is the sensitivity index value, the more sensitive is a
particular selection criterion.

# Name Capability Configuration | {70 1 Alternatives Analyzed Criteria RM_IV Sensitivity Index RM_V Sensitivity Index

©* RM Tool Configuration |20 © RM_IV : RM Tool Configuration &0 TradeStudyCriteria.TS1.2 : Integer |TS1.2 - 0.1498 TS1.2 -0

© RM_V : RM Tool Configuration 3 TradeStudyCriteria. TS1.3 : Integer ;g} i - 8 gz;é Igi i - g gggg
&9 TradestudyCriteria.TS1.4 : Integer | 1218 ~ 00958 Tele - 00396
89 TradeStudyCriteria. TS1.6 - Integer | Te1'g - 0.0144 TS18 - 00126
89 TradeStudyCriteria. TS1.8 - Integer | TS1.9 - 0.0353 TS1.9 - 0.0280
1 & RMTool_SensitivityAnalysis 89 TradeStudyCriteria. TS1.9 : Integer | TS1.21 - 0.0153 TS1.21 - 0.0116
8D TradeStudyCriteria. TS1.21  Integer ;g} ;; - g gigg Igi ;g - g gfgi
59 TradeStudyCriteria. T1.25 : Integer 13157 ~ 00738 Te19% 00235
89 TradeStudyCriteria. TS1.27 : Integer 11 25 - 0.0163 751,29 - 0.0140
89 TradeStudyCriteria. TS1.28 : Integer TS1.30 - 0.0388 TS1.30 - 0.0315

Fig. 3.25. Sensitivity analysis results in MSoSA tool

The ten most sensitive selection criteria are selected for further analysis
according to the calculated sensitivity indexes of the RM_IV and RM_V alternatives
(Table 3.8).
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Table 3.8. Ten most sensitive selection criteria after sensitivity analysis

Sensitivity Variable +20%

# | Cri. | Prior. RM_1V RM_V

VAalclje AX Ay ingex Vﬁf;e AX Ay ingex
1 | TS3.8 8 1 0.2 | 0.0938 | 0.4688 3 0.6 | 0.2515 | 0.4192
2 | TS3.9 8 3 0.6 | 0.2315 | 0.3859 2 0.4 ] 0.1132 | 0.2830
3 | TS3.10 8 1 0.2 | 0.0938 | 0.4688 2 0.6 | 0.2515 | 0.4192
4 | TS3.18 2 2 0.4 | 0.1415 | 0.3537 0 0 | 0.0000 | 0.0000
5 | TS3.22 8 1.5 0.3 | 0.2001 | 0.6669 1 0.2 1 0.0922 | 0.4611
6 | TS5.1 2 1 0.2 | 0.0556 | 0.2782 3 0.6 | 0.1537 | 0.2562
7 | TS6.6 2 1.5 0.3 | 0.1583 | 0.5278 1 0.2 | 0.0730 | 0.3649
8 | TS6.7 2 2 0.4 | 0.1448 | 0.3620 3 0.6 | 0.1860 | 0.3100
9 | TS6.22 2 0.6 | 0.2036 | 0.3393 2 0.4 ] 0.1031 | 0.2578
10 | TS6.31 2 3 0.6 | 0.2205 | 0.3675 2 0.4 ]0.1144 | 0.2861

Once the sensitivity analysis has been performed, the results should be
reviewed, and the final decision should be made thereby indicating the ‘winner’
alternative solution architecture.

Results review

In order to make the final decision, Table 3.8 data is reviewed. Four selection
criteria (TS3.8; TS3.9; TS3.10; TS3.22) have the highest priority (specifically, 8),
which means that the selection criteria are essential for the tool to be effective in
managing the requirements. The weighted score of these four criteria is calculated to
compare which of the alternatives is superior. Equation (21) shows the weighted score
calculation of RM_IV. Equation (22) shows the weighted scored calculation of
RM V.

wspy = 01179 x 8 X (1+ 3 + 1+ 1,5) = 6.1308; Q1)
wsy = 0.1179 X 8 X (3 + 2 + 2 + 1) = 7.5456; 22)

Calculations (21) and (22) revealed that the RM_V alternative is superior to
RM_IV. Therefore, the final verdict after the sensitivity analysis is that the alternative
tool RM_V is selected as the ‘winner’ RM tool for Enterprise X.

3.2.3 Reliability and validity check of the experiment result

In this section, the reliability and validity check of the experiment result is
presented.

Reliability
A reliability check was carried out by repeating the RM tool trade study five
times, which is presented in Section 3.2.2, each time removing one or more
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alternatives from the original set of alternatives (Table 3.9). The main purpose of the
reliability check is to ensure that the results of the alternative estimates are the same
regardless of the set of alternatives being evaluated.

Table 3.9. Results of reliability check of experimental results

1 11 111 1V \Y4
Removed RM V RM II RM V RM I RM IV
alternatives RM_VI RM_VI RM II
RM VII RM III
Quality RM 1 0.8703 0.8703 0.8703 - 0.8703
Index RM 11 0.654 - 0.654 - 0.654
RM III | 091 091 091 - 091
RM IV | 0.9392 0.9392 0.9392 0.9392 -
RM V - 0.8586 - 0.8586 0.8586
RM_VI | 0.6932 - - 0.6932 0.6932
RM_VII | 0.8695 0.8695 - 0.8695 -
Results by | RM_I 11.1213 11.1213 11.1213 - 11.1213
selection "R 1IT | 10.9072 10.9072 | 10.9072 | - 10.9072
criteria —
RM_1IV | 15.8936 15.8936 15.8936 15.8936 -
RM_V - 15.6205 - 15.6205 15.6205
RM_VII | 14.1233 14.1233 - 14.1233 -
Are the results the Yes Yes Yes Yes Yes
same as the case
study of RM tool?

The conducted reliability check of the experiment result revealed that the same
evaluation results were obtained regardless of the original set of alternatives that were
included in the trade study. Thus, the conducted check confirmed that the experiment
result is reliable.

Validity

A validity check of the experiment was carried out by applying the UT3SA
method to three experiments: electric road configuration (ERC), marine search and
rescue study (MSR), and RM (Table 3.10). The results of the experiments which were
carried out by using the UT3SA method were evaluated by an expert group (Section
3.2) and were based on published researches. The main purpose of the validity check
is to ensure that the UT3SA method selects the most preferred architecture alternative
from the available alternatives.

Table 3.10. Results of validity check of experimental results

ERC MSR RM
Source of results Experts group Experts group Experts group
Previous researches Previous researches
[142] [52] [143][144]
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ERC MSR RM
Expected vs actual | ERC I/ERC 1 MSR_II/MSR_1I RM_V/RM V
results
Are the expected Yes Yes Yes
and actual results
the same?

The conducted validity check of the experiment results revealed that the actual
evaluation results were obtained as expected. The expected results were determined
by an expert group and were based on published researches. Thus, the validity check
confirmed that the experiment result is valid.

3.2.4 Evaluation of UT3SA quality improvement

The introduced UT3SA method seeks to increase the quality of a trade study by
providing means to evaluate alternative SoS architectures in the MBSE environment,
which is aimed at automating the evaluation of SoS architectures by using model
execution. Trade study quality improvement refers to the reduction of potential errors
in evaluating alternative SoS architectures. It follows the reduction of the risk of
choosing an inappropriate alternative SoS architecture.

The UT3SA method includes the following means: MBSE, UAF, automation
by simulation. There are many published researches that have already proven and
confirmed that these means improve the quality by reducing the number of possible
errors:

e MBSE — as per [145] — provides a review of the existing literature that
summarizes the benefits of MBSE in the SE literature. After reviewing
360 papers, a list of the MBSE benefits was compiled, and, among the
most frequently mentioned benefits, the following points can be
outlined: better system quality, error reduction, and improved system
design. From the quality improvement perspective, there are 127
articles that state this as an advantage of MBSE. Source [65] reveals
how MBSE assisted in the Europa Clipper Project at NASA’s JPL. JPL
stated that MBSE “provides stable, repeatable inputs for driving these
analyses, reducing errors, increasing confidence, and dramatically
decreasing cycle time” [65]. In addition, they stated that the “System
Model has improved communications among members of the flight
project resulting in saved time, reduction in errors, and reduction in
drudge work” [65].

e UAF —as per [146] — presents that the National Environmental Satellite,
Data, and Information Service (NESDIS) ground enterprise and
NASA’s JPL ground project are successful examples of SoS
architectures designed with UAF. The study showed that MBSE along
with UAF reduces rework, increases accuracy, reduces errors, and
allows robust and informed decision-making. Source [147] presents the
US DoD research projects that describe how the use of UAF eliminates
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the limitations of solving problems, improves quality and reduces

CITOor1S.

e What concerns automation by simulation — as per [148], [149], [150],
[151] papers — it can be stated that simulation improves quality and
helps reduce errors. Additionally, the Deloitte survey [152] revealed
that 92% of their respondents said that automation met or exceeded their
expectations. This was followed by improved quality/accuracy (90%),

improved productivity (86%), and cost reduction (59%).

Additionally, a study was conducted to compare the number of errors found by
automated and manual evaluation of the SoS architecture. The study was divided into
two evaluations: Base Check and Deep Check. During the Base Check, the number of
errors detected when checking SoS architectures was determined by applying the
evaluation principles of the Base Check step of the UT3SA method. During the Deep
Check, the number of errors made in assessing the compliance of trade study selection
criteria was determined by applying the evaluation principles of the Deep Check step
of the UT3SA method. Automated evaluation was performed by using the automated
means provided by the UT3SA method based on simulation, while manual evaluation
was performed by a group of experts (Table 3.11).

Table 3.11. Comparison of the number of errors found during automated and manual

evaluations
ProjectI | Project | Project III
11

Number of elements in SoS architecture 352241 57628 108558
Base Check: Number of Automz}ted 278 27 66
errors found in SoS evaluation
architectures Manual evaluation 171 21 47

Difference in % 38.49% 22.22% 28.79%
Deep Check: Number of | Automated 0 0 0
errors made in assessing | evaluation
selection criteria Manual evaluation 23 0 6

The study revealed that using automated means in the Base Check step detects
at least 22% more errors than the manual evaluation of SoS architectures.
Furthermore, the study disclosed that the occurrence of errors is inevitable when
evaluating the compliance of trade study criteria manually. Meanwhile, automated
evaluation eliminates errors caused by the human factor.
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Fig. 3.26. Ratio of found errors and the number of elements in SoS architecture

However, the number of the errors found is closely related to the number of the
evaluated elements in the SoS architecture models. Fig. 3.26 shows the relationship
between the number of the errors found and the number of elements in the SoS
architecture. The higher is the number of elements, the more likely it is to find errors

in those models.

3.3 Experimental Evaluation Conclusions

The conclusions of this chapter are as follows.
1. Conclusions on the case study conducted:

a.
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The coverage analysis of the key capabilities, operational
requirements and quantified measurements at the ‘Base Check’
stage showed that the RM_VIII alternative solution architecture
does not meet all the critical requirements. Therefore, the
RM_VIII alternative was excluded from the further stages of the
trade study. The coverage analysis demonstrates its importance
in the trade study: (1) it helps to verify the compliance of the
critical requirements in an early phase of the trade study; (2) it
eliminates inappropriate alternatives, thereby reducing the
number of alternatives in a study, which speeds up the analysis
itself; (3) it reduces the risk of choosing an inappropriate
alternative in the later stages that does not meet the critical
requirements.

The quality assessment at the ‘Base Check’ stage showed that the
RM ITand RM_ VI alternative solution architectures do not reach
the specified minimum quality index value of 0.7. Thus, the
RM 1II and RM_VI alternatives were excluded from the trade
study because of their poor quality. The quality assessment
demonstrates its importance as it evaluates alternative solution
architectures in the early phase of the trade study. Therefore, in
the further steps of the trade study, the evaluation is performed
only with a set of plausible solution architectures. The second and



third benefits of the first conclusion also apply to quality
assessment.

The results of the evaluation of alternative solution architectures
by the selection criteria revealed that the RM IV solution
architecture reached the highest score. However, the RM_V
solution architecture reached a very close score (with a difference
of <=5%) to that of RM_IV. In such a case, a final decision
cannot be made yet, and a sensitivity analysis is required to verify
the selection of the conclusive choice of the preferred solution
architecture.

A review of the sensitivity analysis results and the priority levels
of the selection criteria revealed that the RM IV solution
architecture, which achieved the highest score after the
evaluation by the selection criteria, is not superior to the RM_V
alternative, which achieved a slightly lower score than RM_IV.
The RM_V alternative is chosen as the ‘winner’ solution
architecture of the RM tool trade study as it meets more critical
selection criteria than RM IV. The sensitivity analysis
demonstrates its importance in a trade study as it helps to clarify
the choice of the preferred solution architecture among very
similar ones based on the importance of the selection criteria.

2. Conclusions on the reliability and validity check of the experiment result:

a.

The reliability check carried out with the experiment result
revealed and confirmed that the experiment result is reliable since
the same evaluation results were obtained by running five
evaluations regardless of the original set of alternatives that were
included in the trade study.

The conducted validity check of the experiment result revealed
and confirmed that the experiment result is valid since the
evaluation results determined by the expert group and previous
studies were consistent with the results determined using the
UT3SA method.

3. Conclusions on the evaluation of the quality improvement of UT3SA in
the trade study are as follows:

a.

The analysis of how and whether MBSE, UAF and automation
by simulation contribute to quality improvement in the trade
study revealed that these means have a significant contribution to
quality improvement by reducing the number of errors. This
statement is supported by many researchers from academia, SE,
and industry. Additionally, Deloitte’s survey revealed that 92%
of the respondents confirmed that automation and simulation met
or exceeded their expectations, and their application resulted in
improved quality/accuracy (90%), improved productivity (86%)
and reduced costs (59%).
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The conducted study which compared the number of errors
detected by automated (performed by automated means of the
UT3SA method) and manual (performed by an expert group)
evaluation of the SoS architecture revealed that automated
evaluation detects at least 22% more errors. In addition, the
number of errors depends on the size of the model. The higher is
the number of elements, the higher is the probability of finding
errors.



4

CONCLUSIONS

1.

Analysis of ADFs revealed that the already existing ADFs do not define
how a trade study for SoS architectures should be conducted, nor do they
provide a formalized trade study process. ADFs provide only a basis for
collecting the data required for trade studies from the architecture point of
view, and enable standard-based execution of SoS architecture models
with some limitations. However, no concepts are provided that are needed
to specify the specific trade study data.

Analysis of MBSE, UAF, and fUML revealed that they are a suitable
means for automating evaluations of alternative SoS architectures in the
trade study process. However, extensions of the UAFP metamodel are
necessary to perform a trade study in the MBSE environment, as it lacks
specific concepts to define and perform a trade study in MBSE, along with
UAF and fUML.

Analysis of the trade study processes showed that the majority of the
already existing trade study processes: (1) do not provide the formally
defined trade study process; (2) define only the main flow of a trade study
excluding details of alternative evaluation, such as specific evaluation
methods, techniques with algorithms or constraints; (3) are not adapted to
the domain; therefore, they provide only general steps and use general
terminology; (4) do not provide any guidance how to apply the trade study
process in the MBSE environment; (5) do not define the roles or the
input/output data for each process step. As UAF is an OMG standard that
encompasses all the necessary characteristics to build architecture
descriptions of software-intensive 21* century systems, it can be used as
a basis for the formalization and extension of a trade study process for
SoS architectures. This could help alleviate deficiencies in the already
existing trade study processes. Additionally, UAF enables the usage of
simulation-based methods to evaluate alternative solution architectures.
Based on the analysis, a new method for the trade study is developed. The
proposed method (UT3SA) is currently the only known method that
integrates all the following characteristics: (1) a formally defined trade
study process with defined input/output data and automated steps; (2)
guidance on how to define the trade study in the MBSE environment; (3)
detailed architecture evaluation methods within the trade study process
with algorithms and constraints; (4) support of early architecture quality
assessment.

The UT3SA method is implemented as a UAF profile with the extensions
related to trade studies (the UT3SA profile) and a package of validation
rules, validation-based metric definitions, and tables (UT3SA
constraints). The application of the UT3SA method allows defining the
required data of a trade study directly in the model, assess the quality of
the alternative solution architectures at an early stage of the trade study,
evaluate the alternative solution architectures according to the established
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selection criteria, and conduct sensitivity analysis to verify the selection
of the preferred solution architecture. The UT3SA profile and the UT3SA
constraints package are developed by using the MSoSA v2021xRefresh2
CASE tool, and they can be used in any compatible UAF CASE tool.
The UT3SA method is applied to an RM tool trade study with eight
alternative solution architectures to evaluate the suitability of the proposed
method. Four evaluations are performed during the trade study: (1)
coverage check of the key requirements; (2) quality assessment; (3)
evaluation of the alternative solution architectures by the selection
criteria; (4) sensitivity analysis. The experiment proved that the UT3SA
method provides: (1) the necessary extensions of the UAF profile, which
allows defining directly the trade study in a model; (2) a detailed trade
study process covering specific steps, input/output data, and evaluation
methods that led to a comprehensive trade study; (3) the necessary set of
constraints and algorithms for the automated evaluation of architectures
so that to select the most appropriate solution architecture from several
possible alternatives. Furthermore, the experimental evaluation confirmed
that the proposed UT3SA method is applicable in practice.

The performed reliability and validity check of the experiment result
revealed and confirmed that the experiment result is reliable and valid.
Therefore, the UT3SA method selects the preferred SoS architecture
alternative from the available alternatives.

The evaluation of the UT3SA quality improvement conducted in a trade
study revealed that automated evaluation detects at least 22% more errors
than manual evaluation. The number of the detected errors is related to the
number of elements in the SoS architecture. The more elements there are,
the greater is the percentage difference between the errors detected by the
automated means compared to the manual evaluation. Additionally,
analysis of MBSE, UAF and automation by simulation means revealed
their contribution to quality improvement by reducing the number of
errors. The Deloitte survey disclosed that 92% of the respondents
confirmed that automation and simulation met or exceeded their
expectations, which resulted in improved quality/accuracy (90%).



SANTRAUKA
1 IVADAS

Motyvacija

Modeliais grindziamos sistemy inzinerijos (angl. Model-Based Systems
Engineering, MBSE) pritaikomumas ir toliau auga tiek privataus, tiek valstybinio
kapitalo jmonése; taip pat auga ir susidome¢jimas MBSE kaip moksliniy tyrimy tema
tarp sistemy inzinerijos (angl. System Engineering, SE) universitety [2]. Maza to,
MBSE islieka pirmaujancia praktika tarptautinés SE tarybos (angl. International
Council on Systems Engineering, INCOSE) 2035 m. vizijoje [3]. Viena i§ pagrindiniy
MBSE plétros priezas¢iy yra tai, jog MBSE leidzia kurti sistemas, turincias
atsekamumo rySius su reikalavimais, taikant vieng integruota sistemos architektiiros
modelj. Sie architektiiros modeliai sudaro salygas tokiy tipy automatizuotai analizei,
kaip poveikio analizé (angl. impact analysis), alternatyvy palyginimas (angl. trade
study) ir jvairios sistemos simuliacijos.

MBSE taikymas yra viena i§ svarbiausiy priemoniy sprendziant sudétingas
problemas [4], [5], [6]. Sistemos projektavimas tampa itin sudétingas, kai
nepriklausomos sistemos turi bendrauti tarpusavyje, kad pasiekty bendra tiksla.
Sistemy inZinieriai daugiausia démesio skiria sistemy projektavimui; vis délto dabar
placiai teigiama, jog sistemos ir prietaisai nebéra atskiri, bet tarpusavyje susije kaip
platesné sistemy sistemos (angl. System of Systems, SoS) dalis. SE pozitriu tai
vadinama SoS lygiu. Siame lygmenyje viena i§ pagrindiniy problemy yra sistemos
architektiiros jvertinimas ir alternatyvy palyginimas.

Alternatyvy palyginimas yra nepakeiiama inzineriné veikla, kuri daznai
pravercia ankstyvosiose sistemos kiirimo stadijose. Alternatyvy palyginimo metu
atrinktos alternatyvios sistemy architekttiros yra jvertinamos pasitelkiant atrankos
kriterijus ir sisteming analizg, siekiant nustatyti labiausiai subalansuotg alternatyva i§
keliy galimy [1], [7]. Alternatyvy palyginimo vykdymas kibernetinéms-fizinéms
sistemoms (angl. Cyber-physical systems, CPS) ar SoS daznai yra itin sudétingas, jam
prireikia daug laiko, istekliy ir Ziniy [8]. Si inZineriné veikla gali uztrukti nuo keliy
ménesiy iki dvejy mety ir kainuoti nuo keliy Simty tukstanciy iki keliolikos milijony
JAV doleriy; tai priklauso nuo palyginimo apimties ir sudétingumo [9]. Neseniai
atliktas JAV kariniy oro pajégy tyrimas parod¢, jog vidutings alternatyvy palyginimo
sanaudos siekia apie 15 milijony JAV doleriy, o vidutiné trukmé — 21 ménuo [9].
TacCiau, nepaisant dideliy sgnaudy, alternatyvy palyginimas laikomas vertinga
investicija, nes priimti netinkami sprendimai gali lemti Zymiai iSaugusias sagnaudas
vélesnése sistemos kiirimo stadijose.

Iprastomis saglygomis sistemy architekttiros jvertinamos atskirai pagal kiekvieng
dominantj kriterijy, o jy rezultatai lyginami rankiniu biidu [10]. Dazniausiai
pasitaikantys trukumai atliekant alternatyvy palyginima yra skaidrumo triikumas
priimant galutinj sprendimg ir per didelis démesys maziausios kainos kriterijui, kuris
nebiitinai lemia geriausios vertés atitikima [11]. Taip pat naujy alternatyvy pateikimas
ipuséjus vertinimui sukelia nemazai i§8tkiy, nes tai Zymiai padidina analizés sagnaudas
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lyginant su situacija, kai tokia pat alternatyvy apimtis biity pasirinkta vertinimo
pradzioje.

Siuo metu apragant SoS galima rinktis tarp keleto esamy sistemos architektiiros
aprasomuyjy karkasy (angl. Architecture Description Framework, ADF), tokiy kaip
NATO architektirinis karkasas (angl. NATO Architecture Framework, NAF) [12],
[13] ar JAV gynybos ministerijos architektirinis karkasas (angl. Department of
Defense Architecture Framework, DoDAF) [14], [15], [16]. Laikui bégant SoS
inzinerija buvo plétojama, siekiant supaprastinti sudétingus sistemos kiirimo
procesus. 2017 m. vieningas architekttrinis karkasas (angl. Unified Architecture
Framework, UAF) tapo oficialiu OMG standartu [17]. UAF buvo atsizvelgiama |
alternatyvy palyginimo veiklos svarbg ir sudarytos salygos alternatyvy palyginimui
jvairiais lygmenimis: strateginiu (angl. Strategic, St), veiklos (angl. Operational, Op)
ir iStekliy (angl. Resources, Rs) [17]. Taciau, nepaisant pateikto metamodelio, kuris
skirtas surinkti ir specifikuoti reikiamus duomenis alternatyvy palyginimui, UAF
neturi formalizuoto proceso, kuriuo biity galima vadovautis atliekant alternatyvy
palyginima.

Literatiiroje galima rasti keleta procesy, kurie apraso alternatyvy palyginima;
taCiau néra proceso, kuris aprasyty, kaip alternatyvy palyginimas galéty buti atliktas
MBSE aplinkoje kartu su esamais ADF, modeliavimo kalbomis ir architekttry
jvertinimo metodais. Sudétingi modeliai, pazangi vizualizacija ir integruotos
daugiadisciplinés simuliacijos leisty sistemy inzinieriams grei¢iau ir kruopsc¢iau
jvertinti daugiau alternatyviy sistemos architektiiry studijy.

Nors esami alternatyvy palyginimo metodai yra taikomi SE srityje, jy taikymas
SoS architektiroms MBSE aplinkoje nebuvo iSsamiai iStirtas. Be to, spartéjant
skaitmeninimui ir didéjant MBSE naudojanéiy organizacijy skaiCiui, triuksta
moksliskai jrodyty alternatyvy palyginimo metody, kuriuos buty galima taikyti
MBSE aplinkoje [18], [19].

Disertacijos objektas ir sritis
Sios disertacijos objektas yra alternatyvy palyginimo metodas, skirtas jvertinti
SoS sprendimo architektiras MBSE aplinkoje.
Tyrimo sritis:
e sistemy sistemos inzinerija (angl. System of Systems Engineering, SOSE)
ir MBSE;
e SoS modeliavimo metodai ir karkasai;
e alternatyvy jvertinimo metodai;
e standartai ir metodai, skirti vykdyti automatizuota architekttry
jvertinimag MBSE aplinkoje.

Disertacijos tikslas

Pagerinti alternatyviy SoS architektiry palyginimo kokybe pateikiant
priemones, leidzian¢ias automatizuoti SoS architektiiry jvertinimg pasitelkiant
sistemos simuliacija MBSE aplinkoje.
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Disertacijos uzdaviniai
Siekiant jgyvendinti iSkelta tiksla, buvo suformuluoti penki uzdaviniai.
1. ISanalizuoti esamus architektiiry apraSomuosius karkasus, sutelkiant démesj
1ju pritaikyma alternatyvy palyginimui ir j galimybes vykdyti automatizuota
SoS architekttiry jvertinima.
2. Isanalizuoti esamus alternatyvy palyginimo procesus ir architektiiry
jvertinimo  metodus, sutelkiant démesi 1 jy praktinj taikyma
MBSE aplinkoje.
3. Parengti modeliais grista alternatyvy palyginimo metoda, kuris apimty
alternatyviy SoS sprendimo architektiiry jvertinima MBSE aplinkoje.
4. Igyvendinti parengta metoda CASE jrankiu.
EksperimentiSkai jvertinti parengto metodo tinkamuma ir praktinj
pritaikomuma.

9]

Tyrimo metodika

Sios disertacijos tyrimo metodika yra pagrjsta tradiciniu mokslinio tyrimo
procesu [20], kurj galima suskirstyti | tris pagrindines dalis.

Pirmoje dalyje analizuojama esama literatiira apie SE, MBSE, ADF, alternatyvy
palyginimo procesus ir alternatyviy sistemos architektiry jvertinimo metodus.
Perzitiréta literatiira sistemingai apibendrinta taikant palyginimo ir klasifikavimo
metodus.

Antroje dalyje, kuriant alternatyviy SoS sprendimo architekttiry palyginimo
metoda, kuris taikytinas MBSE aplinkoje, taikomi Sie metodai: konceptualiis
modeliavimo metodai, UAF domeno metamodelis, sintezé, integracija ir
metamodeliavimas.

TreCioje dalyje atvejo tyrimas (angl. case study) atliekamas vertinant Sioje
disertacijoje parengta metoda. Atvejo tyrimas sumodeliuotas pagal parengto metodo
pateiktas gaires ir eksperimentiSkai jvertintas atliekant alternatyvy palyginimag
MBSE aplinkoje. Eksperimentinis vertinimas apima kiekybing duomeny analize ir
klasifikavimo metodus.

Ginamieji teiginiai
Disertacijos ginamieji teiginiai yra trys.

1. MBSE aplinka ir pamatinis UML poaibis (angl. foundational UML subset,
fUML) yra tinkamos priemongés automatizuoti alternatyviy SoS sprendimo
architektiiry jvertinimg siekiant sumazinti architektiiry jvertinimo klaidas.

2. Esamas UAF metamodelis turi biiti iSpléstas naujomis koncepcijomis,
siekiant apibrézti ir jvykdyti alternatyvy palyginimg MBSE aplinkoje.

3. Suformuluotas UAF gristas alternatyviy SoS architektiiry palyginimo
metodas (UT3SA) pateikia reikiama procesa, gaires, jvertinimo algoritmus
ir validacijos taisykles, kurios leidzia pagerinti alternatyvy palyginimo
kokybge sumazinant klaidy kiekj, kai vykdomas SoS architekttry
jvertinimas.
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Mokslinis naujumas
Sios disertacijos mokslinj naujuma galima apibrézti keliais punktais.
1. UT3SA yra vienintelis Zinomas metodas, apimantis visas §ias savybes.

1.1. Pasitlytas alternatyvy palyginimo procesas yra pagristas oficialiu
UAF metamodeliu ir profiliu. Taip pat procesas apima biitinus
zingsnius, kai alternatyvy palyginimas atlieckamas kaip pirkimy

proceso rezultatas.

1.2. Vertikalus (orientuotas j jvairias sritis) ir horizontalus (orientuotas j
vieng sritj) alternatyviy SoS sprendimo architektiry kokybés

jvertinimas.

1.3. Kokybiniy ir kiekybiniy SoS architektiiry parametry jvertinimas.
1.4. Sis metodas gristas modeliais, ir tai sudaro salygas jo taikymui

MBSE aplinkoje.

1.5. Suformuluotas metodas apibrézia du algoritmus, kurie leidzia atlikti
automatizuota SoS sprendimo architektiiry jvertinima ir jautrumo
analize MBSE aplinkoje. Algoritmai yra pagrjsti f{UML principais.

2. [Esamas UAF metamodelis ir profilis yra papildyti bitinais plétiniais, kad
bty galima parengti ir vykdyti alternatyviy SoS sprendimo architekttry

palyginimg MBSE aplinkoje.

3. Suformuluotas alternatyvy palyginimo metodas yra vienas i§ pirmyjy

metody, skirty SoS sprendimo architektiiroms
MBSE aplinkoje, paskelbimo metu.

Praktiné reikSmeé

Pagrindiné $io tyrimo praktiné reik§Sme — pagerinta alternatyviy SoS sprendimo
architektiiry palyginimo kokybé, naudojant MBSE aplinka. Suformuluotas metodas

pagerino alternatyvy palyginimo kokybe suteikdamas Sias priemones.

e Aprasyti ir susieti alternatyvy palyginimo reikalavimus su numatoma
SoS sprendimo architektiira. Sukurtas metodas pateikia gaires, kaip

apibrézti  alternatyvy palyginimg MBSE aplinkoje

naudojantis

UAF metamodeliu. Alternatyvy palyginimo reikalavimy susiejimas su
numatoma SoS sprendimo architektira MBSE aplinkoje pagerina

alternatyvy palyginimo tiksluma.

e Nustatyti ir atmesti nepakankamos kokybés SoS sprendimo
architektiiras prie§ atliekant iSsamy kiekvienos alternatyvios
SoS sprendimo architektiiros jvertinima. Alternatyviy SoS sprendimo
architektiiry kokybés jvertinimas pagerina analizés kokybe, nes
galutiniai palyginimo rezultatai gali biiti iSkreipti dél netikslios sistemos

architektiiros kokybés.

e Ivertinti alternatyviy SoS sprendimo architektiiry atitikimo lygmenj
pagal nustatytus atrankos kriterijus MBSE aplinkoje. Automatizuotas
jvertinimo metodas sumazina klaidy atsiradimo tikimybe bei sudaro
salygas atlikti paprastesn] alternatyvy palyginimo apimties keitima nei

taikant tradicinius alternatyvy palyginimo bidus.
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o Identifikuoti alternatyvias SoS architekturas, kurios turi biiti patikrintos
atliekant jautrumo analize. Jautrumo analizé atliekama siekiant
nustatyti, kuri alternatyva turi didesnj pranaSuma, kai atitikties lygis yra
labai panasus. Jautrumo analizés jtraukimas j alternatyvy palyginimo
procesa pagerina tyrimo kokybe, jvedant papildoma jvertinimo etapa,
kuris skirtas verifikuoti galutiniam sistemos alternatyvos pasirinkimo
sprendimui.

e Nustatyti kiekvieno atrankos kriterijaus jautrumo indeksa. Labiausiai
jautriis kriterijai yra atrenkami tolimesnei analizei, siekiant palyginti
alternatyvias SoS sprendimo architektiiras, kurios turi panay jvertj. Sis
jvertinimas pagerina labiausiai kriterijus atitinkancios alternatyvos
pasirinkimo tikslumg.

Metodo taikymas aStuonioms alternatyvioms SoS sprendimo architektiiroms
parodé, jog sukurtas metodas gali biiti taikomas praktikoje. Norint pritaikyti sukurta
metoda, reikia jj jdiegti viename i§ SoS modeliavimo CASE jrankiy. Sios disertacijos
metu buvo sukurtas UAF gristas UT3SA profilis, kuris jgyvendintas naudojant Catia
Magic Systems of Systems Architect v2021x Refresh?2 (MSoSA) CASE jrankj.

Sukurtas metodas yra gristas UAF principais. Kadangi UAF yra
UML/SysML modeliavimo kalby plétinys, galima daryti prielaida, jog sukurtas
metodas gali biiti adaptuotas ir SE lygmeniu.

Rezultaty aprobavimas

Disertacijos moksliniy tyrimy rezultatai buvo pristatyti dviejuose straipsniuose,
kurie iSspausdinti recenzuojamuose mokslo leidiniuose, turin€iuose cituojamumo
rodiklj duomeny bazéje Clarivate Analytics Web of Science (CA WoS). Taip pat
disertacijos rezultatai buvo pristatyti keturiose tarptautinése konferencijose, kurios
vyko Vengrijoje, Piety Afrikos Respublikoje (PAR), JAV ir Lietuvoje surengtame
tarptautiniame seminare. ISsamus publikacijy saraSas pateiktas 7 skyriuje ,,Autorés
publikacijy disertacijos tema sarasas*.

Disertacijos struktiira

Disertacijos pirmame skyriuje pateikiama SoSE, MBSE, ADF, alternatyvy
palyginimo procesy ir architektiiry jvertinimo metody analizé. Antrame skyriuje
apibréziamas sitilomas UT3SA metodas, skirtas SoS sprendimo architektiiroms
palyginti MBSE aplinkoje. Treciame skyriuje pateikiamas sukurto UT3SA metodo
tinkamumo jvertinimas, taikant jj aStuoniy alternatyviy RV sprendimo architektiiry
palyginimui MBSE aplinkoje.

2 MOKSLINES LITERATUROS ANALIZE
Sis skyrius apima mokslinés literatiiros analizés apzvalga, kuri buvo atlikta

tiriant SoSE, MBSE, ADF, alternatyvy palyginimo procesus ir jiems taikomus
metodus.
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2.1 Sistemy sistemos inZinerija ir modeliais grindZiama sistemy inZinerija

Tradiciné SE ir SoSE yra tarpusavyje susijusios inZinerijos sferos, tac¢iau jos
apima skirtingas veiklos sritis. SE apibréziama kaip ,procesas, kurio metu
patenkinami kliento poreikiai konceptualizuojant, projektuojant, modeliuojant,
testuojant, jgyvendinant ir eksploatuojant sistema‘ [21]. O $tai SoSE apibréziama kaip
»esamy ir naujy sistemy derinio planavimo, analizés, organizavimo ir integravimo
SoS pajéguma procesas‘ [21].

I$ pradziy SoSE buvo taikoma tik gynybos sektoriui (angl. Department of
Defense, DoD), visgi Siandien SoSE koncepcijos bei principai taikomi ir valstybinése
bei komercinése organizacijose. SE ziniy rinkinyje (SEBoK) [22] teigiama, jog SOSE
suteikia SE bendruomenei galimybe kurti sudétingas sistemas. Vienas esminiy SE ir
SoSE skirtumy yra tai, jog SE apima monolitiniy sistemy ktirima, o SoSE — sudétiniy
sistemy kiirima, kur Siy sistemy sinergija vadinama SoS. Kitaip tariant, SoS sudaro
nepriklausomos sistemos, kurios veikia kartu sieckdamos bendro tikslo [31].

Ilga laika, apie keturiasdesimt mety, SE praktika buvo linijiné: 1) reikalavimy
dokumentacija; 2) analizés vykdymas; 3) koncepcinio projekto kiirimas. Sistemos
kiurimo ciklo (angl. life cycle) pazanga jvedé naujus metodus projektuojant ir
tobulinant sistemas, tokias kaip krioklys, spiralé, prieaugis, bei pagristas sprintais.
Taciau sistemos integracijy problemos tarp skirtingy kiirimo etapy lémé itin pailgéjusi
ktrimo laika.

»~MBSE yra formalizuotas modeliavimo taikymas, kuris palaiko sistemos
reikalavimus, projektavimo, analizés, reikalavimy verifikacijos ir validavimo veiklas,
pradedant nuo konceptualaus projektavimo etapo ir tgsiant per visg sistemos kiirimo
etapy laikotarpj“ [3].

OMG organizacija i$skiria penkis MBSE privalumus, kuriuos suteikia SE [60]:

e pagerina tiksluma, nuosekluma ir atsekamuma;

e apima elgesio analize, sistemos architektiira, reikalavimy atsekamuma,
naSumo analize, simuliacija, testavima;

e formalizuoja sistemos kiirimo praktikas taikant modelius;
integruoja duomenis tarp specifiniy inzineriniy jrankiy;

e supaprastina bendrg sistemos supratima.

2.2 Vieningas architektiiros karkasas

Atsizvelgiant | pramonés poreikius ir ADF raidg, 2017 m. buvo pristatytas
naujas karkasas — UAF, kuris tapo oficialiu OMG standartu [17]. UAF pagrindiniai
konceptai yra pagristi trimis gynybiniais ADFS: DoDAF, MODAF ir NAF. Taciau
vieningo DoDAF/MODAF profilio (angl. Unified Profile for DoDAF/MODAF,
UPDM) praplétimas ir jo apibendrinimas UAF leidzia taikyti tiek komercinei, tiek
gynybos sistemy architekttrai [46]. UAF architektiiros modeliai suteikia galimybe
suprasti sudétingus santykius tarp organizacijy, sistemy ir SoS bei sudaro salygas
vykdyti jvairaus pjivio sistemy analizes [18]. UAF kaip karkasas ir UAFP kaip kalba
buvo taikoma jvairiy SoS atvejy kiirimui.
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: UAF Specifikacija

: Karkasas : Metamodelis

: Profilis

1 pav. UAF komponentai

UAF susideda i$ trijy pagrindiniy komponenty [46], [18] (1 pav.):
e karkaso — sri¢iy, modeliy tipy ir aspekty (angl. viewpoints) grupés;
e metamodelio — tipy grupés, skirtos vaizdiniams (angl. views) kurti
remiantis konkreciais sistemos pjiiviais;
o profilio (UAFP)— UML 2.5.1 ir SysML 1.5 gristo metamodelio
igyvendinimo, siekiant taikyti MBSE principus ir geriausig praktika
kuriant vaizdus.

Trys UAF sritys yra laikomos pagrindinémis, atspindinCiomis skirtingus
abstrakcijos lygius, ir Sios sritys yra St, Op ir Rs [55]. Paprastai architektiiros kiirimas
vyksta nuo Stsrities iki Rssrities. Kuriant sistemos architektiirg, alternatyvy
palyginimas gali buti vykdomas tarp skirtingy Op scenarijy ir/ar skirtingy
Rs konfigiiracijy (2 pav.).

2 pav. ADF pagrindiniai abstrakcijos lygiai [57]

Taciau UAF neapibrézia, kaip atlickamas alternatyvy palyginimas, ir nepateikia
alternatyvy palyginimo proceso. Tik suteikia galimybe specifikuoti duomenis,
reikalingus alternatyvoms palyginti, ir sudaro salygas fUML konceptus panaudoti
automatizuotai analizei vykdyti MBSE aplinkoje [18], [80], [81].
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2.3 Alternatyvy palyginimo procesai ir metodai

Alternatyvy palyginimas (angl. Trade Study) yra jprasta SE uzduotis, kuri
apibréziama taip: ,,SE dalis, kurig daugiadisciplininés komandos naudoja siekdamos
nustatyti labiausiai subalansuotiems techniniams sprendimams i§ siiilomy
alternatyviy sprendimy rinkinio. Tai pagrindiné analizés priemoné jvairiuose
civiliniuose ir gynybos projektuose norint atitikti suinteresuotyjy Saliy sistemos
keliamus reikalavimus ekonomiskiausiu budu [83]. Alternatyvy palyginimas yra
formali priemoné, padedanti priimti sprendimus ir nustatyti, ar alternatyvos atitinka
pageidaujamo sprendimo kriterijus, ar ne.

Pasauliné SE bendruomené, vykdydama alternatyvy palyginima, taiko jvairius
alternatyvy palyginimo procesus, kurie buvo pasiiilyti NASA [85], NAF [40], Reiter
[86], MITRE [87]. Taciau esami alternatyvy palyginimo procesai néra skirti
konkreciai sri¢iai ar pramonés Sakai, tad juose pateikiami bendri zingsniai ir
vartojama bendra terminologija. Taip pat esami procesai apibrézia tik pagrinding
alternatyvy palyginimo eiga, nejtraukdami alternatyvy jvertinimo detaliy, tokiy kaip
konkretiis jvertinimo metodai, technikos, algoritmai. Ir kartu esamy alternatyvy
palyginimo procesy taikymas MBSE aplinkoje néra formalizuotas.

Alternatyvy palyginimas dazniausiai apima dvi analizes: daugiakriteriy
sprendimy analizé (angl. Multi-criteria Decision Analysis, MCDA) ir jautrumo
analizé. MCDA yra priemoné, padedanti priimti sprendimus, kai susiduriama su
didelio kriterijy kiekio vertinimu [88]. MCDA tikslas — iSrySkinti problemas tarp
jvairiy vertinimy ir rasti biidg, kaip pasiekti kompromisus [89]. Penki placiausiai
taikomi MCDA metodai palyginti 1 lentel¢je, apibendrinant jy pagrindinius
privalumus ir trilkumus.

1 lentelé. MCDM metody apzvalga

Metodas Privalumai Trukumai
MAUT = Atsizvelgiama ] neapibréztuma = Reikalingas didelis duomeny
= [traukiami prioritetai rinkinys
= Prioritetai turi buiti tiksldis
Pugh = Paprastas = Reik$miy priskyrimas yra
= Nereikalingas didelis duomeny subjektyvus
rinkinys = Kriterijy saraSas yra sutartinis
MVA = Nagrinéjami skirtingi = Biitini sudétingi matematiniai
nepriklausomieji kintamieji, skai¢iavimai
turintys jtakos priklausomiesiems | = Reikalingas didelis duomeny
kintamiesiems rinkinys

= Lengva taikyti dirbant su
statistiniy duomeny paketais

AHP = Paprastumas = Kriterijy ir alternatyvy tarpusavio
= Geresnis iSpleCiamumas priklausomybé gali daryti jtaka
(angl. Scalability) sprendimo ir reitingavimo kriterijy
= Hierarchijos struktiirg galima neatitikimui
lengvai pritaikyti prie daugelio = Ekspertai nustato kriterijy svorius
problemy

= Nereikia daug duomeny

132



Metodas Privalumai Trukumai
TOPSIS | = Paprastumas = Taikant Euklido atstuma
= Skaic¢iavimo efektyvumas neatsizvelgiama ] atributy
= Naudojamos matematinés formos koreliacija
alternatyvoms lyginti = Sunku jvertinti ir i§laikyti
sprendimo nuosekluma

1 lentel¢je parodyta, kad Pugh, AHP ir TOPSIS metodus lengva taikyti, o Stai
dirbant MAUT ir MVA metodais reikalingi dideli duomeny rinkiniai ir sudétingi
matematiniai skai¢iavimai. AHP yra vienintelis metodas, kurj galima taikyti esant
dideliam kiekiui kriterijy dél jo iSpleCiamumo ir struktiiros.

Alternatyvy palyginimo rezultatai gali parodyti keleta alternatyvy su panasiais
ar net lygiaverciais balais. Tokiu atveju reikéty atlikti jautrumo analize, siekiant
jvertinti alternatyvos pasirinkimg. Jautrumo analizé yra metodas, tiriantis jvesties
neapibréztumo poveikj atsakui ] modelio iSvestj [116]. Jautrumo analizé taikoma
sistemos rezultaty patikimumui patikrinti, taip pat norint suprasti rysj tarp kintamyjy
ir jy santykine jtaka sistemos veikimui [118]. Jei keic¢iant jvesties kintamajj yra dideliy
iSvesties rezultato skirtumy, tada teigiama, kad iSvestis yra jautri. Jei iSvestis
reikSmingai nesikeicia, i§vestis yra nejautri.

Jautrumo analizés metodai skirstomi j dvi pagrindines grupes: vieting ir
globalig. Vietiné jautrumo analiz¢ yra modelio i§vesties poky¢iy vertinimo metodas,
gristas vieno parametro jvesties pokyciais [123]. Kei¢iamas tik vienas jvesties
parametras (angl. One-At-a-Time, OAT), o kiti parametrai paliekami nepakite.
Globali jautrumo analizé tuo paciu metu keicia visus parametrus. Tai leidzia vienu
metu jvertinti santykinj kiekvieno parametro indélj ir parametry saveika su modelio
iSvesties nuokrypiu [122]. Vietiné jautrumo analizé tinka, kai norima nustatyti
konkretaus atrankos kriterijaus jautrumg. O Stai atliekant globalig jautrumo analizg
vienu metu yra kei¢iami keli atrankos kriterijai, todél negalima suZinoti apie
konkretaus atrankos kriterijaus jautruma.

3  UT3SA: ALTERNATYVIU SISTEMU ARCHITEKTURU PALYGINIMO
METODAS, GRISTAS VIENINGU ARCHITEKTUROS KARKASU,
MODELIAIS GRINDZIAMOJE SISTEMU SISTEMOS INZINERIJOJE

UT3SA metodas formalizuotas pasirinkus du OMG standartus: UAF v1.2 ir
fUML v1.5. UT3SA alternatyvy palyginimo profilis ir susije plétiniai (lentelés,
algoritmai, validacijos taisyklés ir metrikos) parengti su Catia MSoSA
v202 [xRefresh?2 jrankiu, kurie gali biti jdiegti kaip jskiepis j bet kurj suderinama
SoS CASE jrankj.

Sitlomu UT3SA metodu siekiama pagerinti alternatyviy SoS sprendimo
architektiiry palyginimo kokybe, suteikiant priemones jvertinti architekttras
MBSE aplinkoje. Alternatyvy palyginimo kokybés gerinimas reisSkia galimy klaidy
mazinima vertinant alternatyvias SoS architektiiras. Sis metodas padeda nustatyti
labiausiai sistemos reikalavimus atitinkancia sprendimy architekttra i§ keliy galimy
alternatyvy. Siekiant automatizuoti analizés vykdyma MBSE aplinkoje, pasirinkta
simuliacijos technika, kuri yra grista fUML standartu. Taip pat UT3SA metodas
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pateikia gaires, kaip parengti simuliuojamg modelj automatizuotam alternatyvy
palyginimui MBSE aplinkoje. UT3SA metodas susideda i§ dviejy pagrindiniy daliy:
1) UAF gristas alternatyvy palyginimo procesas; 2) alternatyvy palyginimo analizés
algoritmai, validacijos taisyklés ir UT3SA metodo taikymo gairés MBSE aplinkoje.

Pasiiilytas alternatyvy palyginimo procesas parengtas pagal UAF principus, jis
sujungia automatizuotus analizés etapus. Taip pat Sis procesas apima reikiamus
zingsnius, kai alternatyvy palyginimas atliekamas kaip pirkimy proceso rezultatas.
Alternatyvy palyginimo procesas yra iSskaidytas j deSimt pagrindiniy zingsniy (3
pav.). Kiekvienas proceso zingsnis i$samiai apraSytas pateikiant vaidmenj, kuris
atlieka reikalaujamg Zzingsnj, apibréziant jvesties /iSvesties duomenis ir nustatant
proceso eiliSkumo tvarka. UAF grjstas alternatyvy palyginimo procesas pristatytas
straipsnyje, iSspausdintame konferencijos medziagoje INCOSE International
Symposium [57].

Bazin¢ patikra (angl. Base Check) yra viena i§ dviejy analiziy, vykdomy
alternatyvy palyginimo procese (3 pav.); ji atliekama pasitelkiant sistemos
simuliacija. Sio analizés etapo tikslas — patikrinti, ar SoS sprendimo architektiiros
atitinka  kritinius  reikalavimus, ir nustatyti  SoS architektiros  kokybe
(SoS architektiiros modelio iSsamumo  (angl. completeness) ir teisingumo
(angl. correctness) patikra). Bazinés patikros etapas susideda i§ dviejy daliy: 1)
kritiniy reikalavimy atitikimo patikra; 2) kokybés jvertinimas.

Op-Pr [Operational Activity] Alternatyvy Palyginimo ProcesasJ Daznumas
OVienkartinis
[IKiekvienai alternatyviai architektarai

«allocate» «allocate» «allocate» «allocate» «allocate»
SoS inzinierius Alternatyvy palyginimo Alternatyvy palyginimo Sprendimy priéméjas Rangovas
vadovas eksperty grupé

«OperationalActivityAction» QD
Apibrézti logine
architektiirg
(Op sritis)

«OperationalActivityAction»
OperationalActivityAction» Apibrézti terminus
Identi.f_i_kuo!i ir salygas pirkimo
gebéjimus procesui
(St sritis)

OperationalActivityAction» O

Apibreézti atrankos OperationalActivityAction» {J

kriterijus Pateikti sprendimo
architektiirg
(Rs sritis)
«OperationalActivityAction» . ]
Atlikti bazine @ <1 - - - -
patikra

«O i ivityActi
Pateikti sprendimg
- P| bei jo pagrindimg

2

«OperationalActivityAction»
Atlikti detalig

patikra

«OperationalActivityAction» £
Pateikti

atsiliepima
rangovui

®

3 pav. UAF grjstas alternatyvy palyginimo procesas
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Kritiniy reikalavimy patikra vykdomas analizuojant atsekamumo rySius pagal
parengtas taisykles tarp dviejy abstrakcijos lygiy: loginio ir resursy. Taciau
automatizuotam kiekybiniy reikalavimy tikrinimui yra parengtas naujas reikalavimy
verifikacijos procesas, kuris apima tiek parametriniy, tiek dinaminiy reik§miy
tikrinimg (4 pav.). Kritiniy reikalavimy patikros procesas pristatytas straipsnyje,
i§spausdintame konferencijos medziagoje INCOSE International Symposium [134].

Op-Pr [Operational Activity] Reikalavimy Verifikacija J

. Op-Pr [Operational Activity] Formalizuoti tekstinius. J

«OperationalActivityAction» ’

Nustatyti analizés
konteksta

[ it rikaimvimai | : Kritiniai reil i o o> O
in : Kritiniai - &
i | Nustatyti reikalavimus

«OperationalActivityAction )
" | Patenkinti reikalavimus Sol
parameterais

«OperationalActivityAction» =
| Patikslinti reikalavima pagal Sol
elgsena

Op and St srities modeliai \ in : Op and St srities modeliai

in : Op and St srities modeliai

: Op and St srities modeliai

“OperationalActiviyActions
Sukurti apribojimo bloka

Rs srities modelis

in : Rs srities modelis

Patikslinti reikalavima pagal
apribojimo bloka

«OperationalActivityAction» &
| Susieti apribojimo parametrus su
Sol parametrais

«OperationalActivityAction»
Uzfiksuoti verifikacijos
rezultataus

4 pav. Kiekybiniy reikalavimy verifikacijos procesas

Alternatyviy SoS architektiiry kokybés jvertinimas vykdomas analizuojant
atsekamumo rySius tarp trijy UAF sric¢iy: St, Op ir Rs. Automatizuotam kokybés
jvertinimui buvo parengti du validacijos taisykliy rinkiniai: 1) vertikalusis
architektiiry kokybés jvertinimas; 2) horizontalusis architektiiry kokybés jvertinimas.
Vertikaliojo kokybés jvertinimo taisyklés skirtos patikrinti alternatyvioms
SoS sprendimo architektiroms pagal sistemos reikalavimus. Siuo jvertinimu
tikrinami St, Op ir Rs sri¢iy modeliai bei jy atsekamumo rysiai. Taisykliy rinkinys
suskirstytas j dvi kategorijas pagal tikrinamas sritis (St ir Rs; Op ir Rs). O Stai
horizontaliojo kokybés jvertinimo taisyklés skirtos izoliuotai patikrinti alternatyvioms
SoS sprendimo architektiiroms, analizuojant tik Rs modelius ir jy atsekamumo rysius.
Kiekviena taisykl¢ turi nustatyta tikrinamgajj elementg, svarbumo lygj ir jo
pagrindima. Svarbumui Zyméti pasirinkti trys lygiai: aukstas (svoris = 3), vidutinis
(svoris =2) ir Zemas (svoris = 1). SoS sprendimo architektiiry kokybés jvertinimo
principai ir jy eksperimentinis taikymas buvo pristatyti straipsnyje, iSspausdintame
mokslo zurnale IEEE Access [56].

Detalioji patikra (angl. Deep Check) yra antrasis analizés etapas, kuris
vykdomas alternatyvy palyginimo procese (3 pav.) pasitelkiant sistemos simuliacija.
Sio analizés etapo tikslas— jvertinti atrinktas alternatyvias SoS sprendimo
architektiiras pagal atrankos kriterijus ir iSrinkti labiausiai atitinkancia kriterijus
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architektiirg. Detalioji patikra apima tris dalis: 1) pradiniy duomeny specifikavima
MBSE aplinkoje; 2) alternatyviy architektiiry jvertinima pagal atrankos kriterijus; 3)
jautrumo analizés vykdyma. Detaliosios patikros principai ir jy eksperimentinis
taikymas buvo pristatyti straipsnyje, iSspausdintame mokslo zurnale /EEE Access
[131].

Siekiant vykdyti sistemos architektiiry jvertinimg MBSE aplinkoje, atrankos
kriterijai, jy svarbumo lygiai ir alternatyvios SoS sprendimo architektiiros turi buti
specifikuotos modelyje. Kadangi UAFP neapibrézia reikiamy koncepty atrankos
kriterijams specifikuoti, tam buvo pasiiilyti UAFP plétiniai, kurie uZtikrina reikiamy
duomeny specifikavima modelyje, siekiant vykdyti automatizuotg architekttry
jvertinimg (5 pav.).

UAF DMM Elements
E Type
[ Tuple
[ Abstract
[JUAF DMM extension

satisfiedBy UAFEI frefinedBy
1 1

R «abstraction»

N

«stereotype»
PrioritizedRequirement
-priority : Integer
-normalizedPriority : Real
-objective : objectiveKind

PropertySet‘}ie‘t ‘MeasurabIeElement
1

[

property

N
™ «abstraction»
N

Resource

JAY

«stereotype»
Criterion

exhibits|* [Property]

-/weight : Integer

‘ResourceEx h

capableElement

«abstraction» |

ResourcePerformer
AN

1
«stereotype» «enumeration» «enumeration»

EvaluationByCriteria priorityMethod objectiveKind
-priorityMethod : priorityMethod linier min
-results : Real pairwise max
-winner : FieldedCapability AHP target
-score : Real
-SensitivityAnalysis : FieldedCapability

5 pav. UAF DMM plétiniai atrankos kriterijy specifikavimui MBSE aplinkoje

Alternatyviy SoS sprendimo architekttiry jvertinimui pagal atrankos kriterijus
MBSE aplinkoje buvo parengtas algoritmas, gristas fUML principais. Vykdant
algoritma, kiekviena alternatyvi architektiira yra jvertinama pagal nustatytus atrankos
kriterijus ir apskaiCiuojamas galutinis bendras jvertis. Taciau keliy sistemos
architektiiry galutinis jvertis gali buti labai panaSus ar net vienodas. Siekiant uztikrinti
labiausiai  kriterijus atitinkanCios architekttiros pasirinkima, tokiu atveju
rekomenduojama atlikti jautrumo analizg¢. Alternatyvos, kurios gavo iki 5 % maZesnj
balg nei auk$c¢iausia balg gavusi alternatyva, atrenkamos jautrumo analizei, jskaitant
patj auksciausia balg gavusia alternatyva [138], [139], [140], [141]. Automatizuotam
jautrumo analizés vykdymui MBSE aplinkoje buvo parengtas OAT jautrumo analizés
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algoritmas, gristas fUML principais. Vykdant algoritma, alternatyviy sistemos
architektiiry, kurios gavo panaSy galutinj jvertj (<5 %), atrankos kriterijy atitikimo
balas yra modifikuojamas pagal apibrézta jautrumo kintamajj. Jautrumo analizés metu
pagal analizuojama architektiirg apskaiciuojami atrankos kriterijy jautrumo indeksai.
Galiausiai atlikty analiziy rezultatai yra perzitirimi, siekiant atrinkti sistemos
architektiira, kuri geriausiai atitinka iSkeltus reikalavimus.

Kadangi literatiiroje néra publikuoto panaSios charakteristikos alternatyvy
palyginimo metodo kaip UT3SA, Sio metodo palyginimas buvo atliktas fragmentiskai
lyginant dvi pagrindines jo dalis: procesg ir SoS architektiiry jvertinimo metodus.

Pasiiilytas UAF gristas alternatyvy palyginimo procesas buvo palygintas su
kitais alternatyvy palyginimo procesais: NASA, NAF, Reiter ir MITRE.

2 lentelé. Alternatyvy palyginimo procesy palyginimas

Kriterijai NASA | NAF | Reiter | MITRE | UT3SA
Apraso vaidmenis — - - - +
Apraso jvesties / iSvesties duomenis — - +
Gristas formaliu metamodeliu — + — — +
Pagrindiniai | PasiruoSimas + + + + +
alternatyvy | Kritiniy kriterijy _ B B _ "
palyginimo | specifikavimas
proceso Atra.nkos !{riterijq n n n n n
etapai specifikavimas

Ivertinimas + + + + +

Etapas dél jsigijimo

- - — - +

proceso vykdymo

ISvados - + + + +
Ivertinimo etapo analizés metodai Ds Ds Ds Ds Dt
(Ds — apraSomasis, Dt — detalus)
MBSE palaikymas — — — — +

2 lenteléje pateikti rezultatai atskleide, jog UAF gristas UT3SA alternatyvy
palyginimo procesas yra vienintelis procesas, kuris apibrézia kiekvieno etapo
jvesties / iSvesties duomenis ir vaidmenj, taip pat apima reikiamus zingsnius, kai
alternatyvy palyginimas yra atliekamas kaip pirkimy proceso rezultatas.
UT3SA procese pateikiami iSsamiis alternatyviy sistemos architektiiry jvertinimo
metodai, kurie apima algoritmus, validacijos taisykles ir gaires, kaip apibrézti
alternatyvy palyginima MBSE aplinkoje. Dar vienas pranasumas, lyginant su kitais
procesais, yra tas, jog UT3SA procesas gristas formaliu metamodeliu.

UT3SA apima tris sistemos architektiiry jvertinimus: 1) kokybés jvertinima,
grista validacijos taisyklémis; 2) jvertinima pagal atrankos kriterijus, grista
AHP metodu; 3) jautrumo analize, grista OAT metodu. UT3SA taikomi architektiiros
jvertinimo metodai buvo palyginti su grindziamais metodais (MCDA: AHP ir SA:
OAT).
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3 lentelé. Architektiiry jvertinimo metody palyginimas

Kriterijai MCDA: AHP + UT3SA
SA: OAT
Kokybiniy ir kiekybiniy SoS architektiiros + +
parametry analizé
SoS architektiiros modelio teisingumo ir - +
iSsamumo analizé
Kiekybinis jvertis + +
MBSE palaikymas - +
(Jtraukti
algoritmai)

3 lenteléje pateikti rezultatai rodo, jog UT3SA siiilomi architekttros jvertinimo
metodai yra pranaSesni uz AHP ir OAT metody derinj. UT3SA jvertinimo metodai
suteikia du privalumus: 1) SoS architektiiros modelio teisingumo ir iSsamumo
jvertinima; 2) MBSE palaikyma.

4 EKSPERIMENTINIS IVERTINIMAS

Sukurtas UT3SA metodas eksperimentiskai jvertintas pasitelkiant atvejo
tyrima, kuris buvo vykdomas Catia MSoSA CASE jrankiu. Sukurtas metodas
eksperimentiskai jvertintas MBSE aplinkoje, taikant ji trijy skirtingy sistemy
alternatyvy palyginimo tyrimui atlikti:

e clektriniy traukinio bégiy architektiiry palyginimas pristatytas
straipsnyje, iSspausdintame mokslo zurnale /EEE Access [131];

e jury paieskos ir gelbéjimo misijos architektiiry palyginimas pristatytas
straipsnyje, iSspausdintame konferencijos publikacijoje INCOSE IS
[134];

e reikalavimy valdymo (RV) sprendimo architektiiry palyginimas
iSsamiai pristatytas disertacijos tekste. RV sprendimo architektiiry
palyginimas detalizuotas toliau.

Alternatyviy RV sprendimo architektiiry palyginimas taikant UT3SA metoda
buvo atliktas vertinant astuonias alternatyvias RV sprendimo architektiiras, siekiant
atrinkti  geriausiai reikalavimus atitinkanc¢ig RV architektirg.  Alternatyvy
palyginimas apémé penkis pagrindinius etapus: 1) duomeny paruoSimas alternatyvy
palyginimui, jskaitant atrankos kriterijy ir alternatyviy RV sprendimo architektiiry
specifikavimas MBSE aplinkoje; 2) baziné patikra; 3) alternatyviy architektiiry
jvertinimas pagal atrankos kriterijus; 4) jautrumo analizé; 5) rezultaty perziira ir
galutinis sprendimas.

Duomeny paruo§imo etape buvo apraSoma siekiamo RV sprendimo loginé
struktiira, pateikiant reikalingas integracijas su kitais jrankiais. Taip pat nurodyti nauji
gebéjimai (angl. capabilities) ir proceso veiklos, kuriuos siekiamo RV sprendimo
architektiira turi tenkinti. Kritiniai geb&jimai ir proceso veiklos identifikuotos taikant
pasitlyta Critical stereotipg. Atrankos kriterijai specifikuoti naudojant Requirement
elementa su naujai jvestu PrioritizedRequirement stereotipu. Kiekvienam atrankos
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kriterijui nurodytas prioriteto lygis naudojant PrioritizedRequirement stereotipo
priority Zyma (angl. tag). 18 viso parengti 207 atrankos kriterijai. Kiekvienai
alternatyviai RV sprendimo architektiirai buvo sukurtas FieldedCapability elementas
ir priskirtas atitikimo jvertis pagal kiekvieng atrankos kriterijy.

Bazinés patikros metu buvo atlickami dvi patikros: 1) kritiniy reikalavimy
atitikimas; 2) SoS architektiiry kokybés jvertinimas. Vykdant kritiniy reikalavimy
atitikimo tikrinima, pirmiausia buvo formalizuojami kiekybiniai reikalavimai,
siekiant juos verifikuoti automatizuotu bidu pasitelkiant simuliacija. Kritiniy
gebéjimy ir procesy veikly patikrai buvo naudojamasi UT3SA metodu parengtomis
KeyReqCoverage metrikomis. Alternatyviy architektiiry kokybés jvertinimui buvo
naudojamasi UT3SA metodu parengtomis Quality Assessment metrikomis. Prie§
vykdant kokybés jvertinimg pasirinkta minimali galima kokybés indekso riba — 0,7.

élPar(ialQuaIity w Partial Quality w Partial Quality

. .
# o Date Name &3 Scope Index_H | © Index_S Tvs RS 2 Index_O Pvs RS

&%, Quality Index

[ Strategy

1 [2021.12.05 16.56 =8 RM_I_QualityAssessment [ Operational 0.0769 0.1622 0.15 0.8703
3 RM_I Resources Structure
3 Strategy

2 [2021.12.05 16.58 £ RM_Il_QualityAssessment ] Operational 0.1519 0.625 0.2612 0.654

3 RM_II Resources Structure
3 Strategy

3 |2021.12.05 16.58 &, RM_IIl_QualityAssessment | Operational 0.1591 0.0313 0.0795 0.91
3 RM_IIl Resources Structure
3 Strategy

4 {2021.12.05 16.58 &, RM_IV_QualityAssessment | Operational 0.0294 0.1176 0.0354 0.9392
9 RM_IV Resources Structure
[ Strategy

5 2021.12.05 16.58 &, RM_V_QualityAssessment [ Operational 0.3043 0.038 0.0819 0.8586
9 RM_V Resources Structure
[ Strategy

6 [2021.12.05 16.58 &, RM_VI_QualityAssessment | P Operational 0.0517 0.1786 0.6901 0.6932
3 RM_VI Resources Structure
[ Strategy

7 |2021.12.05 16.59 £ RM_VII_QualityAssessment | Operational 0.0857 0.2083 0.0974 0.8695

3 RM_VII Resources Structure
6 pav. Kokybés jvertinimo rezultatai MSoSA jrankyje

Atlikus §ias dvi patikras buvo paSalintos trys alternatyvios RV sprendimo
architektiiros. Viena architektiira pasSalinta dél kritiniy reikalavimy neatitikimo, kitos
dvi pasalintos dél pasiekto per zemo kokybés indekso (6 pav. Kokybés jvertinimo
rezultatai MSoSA jrankyje pav.).

Po bazinés patikros buvo vykdomas alternatyviy architekttiry jvertinimas pagal
atrankos  kriterijjus. Tam buvo naudojama UT3SA metodu pasiilyta
EvaluationByCriteriaTable lentele.  Nurodzius Sioje lentelé¢je  alternatyvias
RV sprendimo architekttiras ir atrankos kriterijus, buvo vykdoma sistemy architektiiry
simuliacija. Jos rezultatai iSsaugoti modelyje ir pavaizduoti lenteléje. RV sprendimo
architektiira, kuri gavo didziausia jvertinimo bala, buvo laikoma ,,Jaimétoja‘“ (7 pav.
Ivertinimo pagal atrankos kriterijus rezultatai MSoSA CASE jrankyje pav.). Taip pat
nuspresta papildomai atlikti jautrumo analize, nes kita alternatyva gavo labai panaSy
balg kaip ir ,,nugalétoji alternatyva (<5 %).
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# Name Capability Configuration Criteria Alternatives Results Winner Score | Alternatives for
Sensitivity Analysis

@ RM Tool Configuration |g TradeStudyCriteria.TS1.1 : Integer £ RM_I: RM Tool |RM_I-11.1213 £ RM_IV: RM Tool |15.8936 | . RM_IV: RM Tool
B TradeStudyCriteria.TS1.2 : Integer © Configuration  |RM_Ill - 10.9072 | © Configuration Configuration
B TradeStudyCriteria.TS1.3 : Integer £ RM_IIl: RM Tool RM_IV - 15.8936 o RM_V : RM Tool
B9 TradeStudyCriteria.TS1.4 : Integer Configuration  |RM_V - 15.6205 Configuration
BB TradeStudyCriteria. TSL.5 : Integer | of RM_IV : RM Tool RM_VII - 14.1233
1 4 RMTool_TradeStudyAnalysis 89 TradestudyCriteria. TS1.6 - Integer Configuration
B TradeStudyCriteria. TS1.7 - Integer | of RM-V : RM Tool

© Configuration
£ RM_VII : RM Tool
Configuration

B TradeStudyCriteria. TS1.8 : Integer
8 TradeStudyCriteria.TS1.9 : Integer
B TradeStudyCriteria. TS1.10 : Integer

7 pav. [vertinimo pagal atrankos kriterijus rezultatai MSoSA CASE jrankyje

Jautrumo analizé buvo vykdoma pasitelkiant UT3SA metodu pristatyta
SensitivityAnalysisTable lentele. Nurodzius jautrumo kintamajj — 20, buvo vykdoma
sistemy architektiiry simuliacija. Jai pasibaigus, lenteléje pateikiami apskaiciuoti
jautrumo indeksai kiekvienam atrankos kriterijui (8 pav.).

Sensitivity

# Name Capability Configuration | “07% ! Alternatives Analyzed Criteria RM_IV Sensitivity Index RM_V Sensitivity Index
©* RM Tool Configuration |20 © RM_IV : RM Tool Configuration | g3 TradeStudyCriteria. TS1.2 : Integer  TS1.2 - 0.1498 T51.2-0
© RM_V : RM Tool Configuration | g3 TradeStudyCriteria.TS1.3 : Integer l;z - g-gz‘;é 23 - g»g:gg
89 TradeStudyCriteria.TS1.4 : Integer 161°¢” 050 1916 - 0.0596
B9 TradeStudyCriteria. TS1.6 : Integer 5] g - 0.0144 TS1.8 - 0.0126
B TradeStudyCriteria. TSL.8 : Integer  T51.9 - 0.0353 TS1.9 - 0.0280
1 # RMTool_SensitivityAnalysis B3 TradeStudyCriteria. TS1.9 : Integer  TS1.21 - 0.0153 TS1.21-0.0116
B9 TradeStudyCriteria. TS1.21 : Integer ;;;? - g-gigg 213; - g-gﬁi
89 TradestudyCriteria.TS1.25 : Integer 10,56 ~ 0'077) 19126 - 00239
B9 TradeStudyCriteria. TS1.27 : Integer 151 29 - 0.0163 TS1.29 - 0.0140

6’3 TradeStudyCriteria. TS1.28 : Integer T.%UO -0.0388 15.1_30 -0.0315
8 pav. Jautrumo analizés rezultatai MSoSA CASE jrankyje

Ir pagaliau buvo apskai¢iuojamas galutinis alternatyvy balas. Galutinis balas
parodé, jog alternatyva, kuri buvo pelniusi truputj maziau tasky po jvertinimo pagal
atrankos kriterijus yra pasirenkama kaip ,,nugalétoji RV sprendimo architektiira.
Tokj sprendima lémé perskaiciuotas galutinis balas po atliktos jautrumo analizeés.

Atlikto alternatyviy RV sprendimo architektiiry palyginimo rezultatai parode,
kad UT3SA metodu pateikiamas procesas ir visi reikiami elementai bei jvertinimo
algoritmai, kurie biitini, kai norima atlikti alternatyvy palyginimg MBSE aplinkoje
pasitelkiant simuliacija.

4.1 Eksperimento rezultaty patikimumo ir teisingumo patikra

Patikimumo patikra

Ji atlikta penkis kartus pakartojant alternatyviy RV sprendimo architekttry
palyginima, kuris pateikiamas 3.2.2 skyriuje, kiekvieng karta pasalinant vieng ar
daugiau alternatyvy i§ pradinio alternatyvy rinkinio (Table 3.9 lentel¢). Svarbiausias
patikimumo patikros tikslas — jsitikinti, jog alternatyviy SoS architektiry jvertinimo
rezultatai yra vienodi, nepaisant vertinamy alternatyvy rinkinio.

Atlikus eksperimento rezultato patikimumo patikra iSaiskéjo, jog buvo gauti tie
patys jvertinimo rezultatai, nepaisant pradinio alternatyvy rinkinio, kuris buvo
jtrauktas ] alternatyvy palyginimo tyrimg. Taigi atlikta patikra patvirtino, jog
eksperimento rezultatai yra patikimi.

Teisingumo patikra

Eksperimento rezultaty teisingumo patikra atlikta taikant UT3SA metoda trims
eksperimentams: elektriniy traukinio bégiy architektiiry palyginimui (ERC), jury
paieskos ir gelb¢jimo misijos architekttiry palyginimui (MSR) ir RV palyginimui
(Table 3.10 lentelé). Eksperimenty rezultatai, kurie buvo gauti taikant
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UT3SA metoda, jvertinti eksperty grupés ir palyginti su anks¢iau publikuotais tyrimy
rezultatais [142], [52], [143], [144]. Esminis tikslas atliekant eksperimento rezultaty
teisingumo patikrg — jsitikinti, jog UT3SA metodas i§ galimy alternatyvy atrenka
labiausiai pageidaujama SoS architektiiros alternatyva.

Atlikus eksperimento rezultaty teisingumo patikra iSaiskejo, jog rezultatai, gauti
taikant UT3SA metoda, yra tokie patys, kokiy tikétasi pagal eksperty grupés vykdyta
tyrima. Atlikta teisingumo patikra patvirtino, jog eksperimento rezultatai yra teisingi.

4.2 UT3SA kokybés pagerinimo jvertinimas atliekant alternatyvy palyginima

Sukurtu  UT3SA metodu siekiama pagerinti alternatyviy SoS architekttry
palyginimo kokybe ir pateikiamos priemonés, leidzian€ios automatizuoti
SoS architektiiry jvertinimg pasitelkiant sistemos simuliacija MBSE aplinkoje.
Alternatyvy palyginimo kokybés gerinimas reiskia galimy klaidy skaiciaus
sumazinimg vertinant alternatyvias SoS architektiiras. Taip kartu sumazinama
netinkamos alternatyvios SoS architektiiros pasirinkimo rizika.

UT3SA metodas apima MBSE, UAF ir automatizavimo /simuliacijos
priemones. Literatiiroje paskelbta nemazai tyrimy, kurie jrodo ir patvirtina, kad §ios
priemonés pagerina kokybe sumazindamos galimy klaidy kiekj: MBSE [145], [65];
UAF [146], [147]; automatizavimas / simuliacija [148], [149], [150], [151]. Taip pat
atlikta apklausa [152] atskleidé, jog 92 % respondenty teigia, kad automatizavimas
atitiko arba virSijo jy lukesCius; pageréjo kokybé / tikslumas (90 %), pageréjo
naSumas (86 %) ir sumazéjo sanaudos (59 %).

Papildomai buvo atliktas tyrimas siekiant palyginti klaidy kiekj, kai
SoS architektiiros yra jvertinamos automatiniu ir rankiniu biidu. Tyrimas buvo
suskirstytas j du vertinimus: bazing patikrg ir detaliaja patikra. Bazinés patikros metu
aptikty klaidy skaicius SoS architektiirose buvo nustatytas taikant UT3SA metodo
Base Check zingsnio vertinimo principus. Detaliosios patikros metu, taikant
UT3SA metodo Deep Check zingsnio vertinimo principus, nustatytas klaidy skaicius,
padarytas vertinant atrankos kriterijy atitikima. Automatinis vertinimas atliktas
naudojant UT3SA metodu teikiamas automatizuotas priemones, paremtas simuliacija,
o §tai rankinj vertinima atliko eksperty grupe (Table 3.11 lentel¢).

Atliktas tyrimas atskleidé, jog naudojant automatizuotas priemones jvertinti
SoS architektiiroms bazinés patikros Zingsnyje aptinkama maziausiai 22 % daugiau
klaidy nei ta darant rankiniu bidu. Taip pat pastebéta, jog vertinant atrankos kriterijy
atitikima rankiniu budu, klaidos nei§vengiamos. O Stai automatizuotas vertinimas
pasalina zmogiSkojo faktoriaus paliekamas klaidas.

Taip pat svarbu paminéti, jog rasty klaidy skaicius yra glaudziai susijes su
vertinamy elementy skai¢iumi SoS architektiiros modeliuose (Fig. 3.26 pav.). Kuo
didesnis elementy skaicius, tuo didesné tikimybé tuose modeliuose rasti klaidy.

5 ISVADOS
1. ADF analiz¢ atskleidé, jog esami ADF neapibrézia, kaip turi biti atliekamas

SoS architektiiry alternatyvy palyginimas, ir nepateikia formalizuoto
alternatyvy palyginimo proceso. ADF leidzia tik specifikuoti reikiamus

141



142

duomenis  alternatyvy palyginimui ir sudaro salygas atlikti
SoS architektiiros modeliy simuliacija pasitelkiant simuliacijos standartus.
MBSE, UAF ir fUML analiz¢ atskleide, kad tai yra tinkamos priemonés
siekiant automatizuoti alternatyviy SoS architekttiry jvertinimus alternatyvy
palyginimo procese. Taciau UAFP metamodelio plétiniai yra bitini norint
atlikti alternatyvy palyginima MBSE aplinkoje, kadangi jame triiksta
konkrec€iy koncepty, leidzianCiy apibrézti bei atlikti alternatyvy palyginima
MBSE aplinkoje kartu su UAF ir f{UML.

Alternatyvy palyginimo procesy analizé atskleid¢, jog dauguma esamy
alternatyvy palyginimo procesy: 1) nesuteikia formalumo, reikalingo
alternatyvy palyginimo procesui; 2) apibrézia tik pagrinding alternatyvy
palyginimo eiga, nejtraukiant alternatyvy jvertinimo detaliy, tokiy kaip
konkretiis jvertinimo metodai, technikos, algoritmai; 3) néra pritaikyti
konkreciai sriciai, todél juose pateikiami tik bendrieji veiksmai ir vartojama
bendroji terminologija; 4) nepateikia jokiy gairiy, kaip taikyti alternatyvy
palyginimo procesa MBSE aplinkoje; 5) neapibrézia procese dalyvaujanciy
vaidmeny ir nenurodo kiekvieno etapo jvesties/iSvesties duomeny.
Kadangi UAF yra OMG standartas, apimantis visas reikiamas
charakteristikas apibrézti sudétingy sistemy architektiiroms, jis gali bati
naudojamas kaip pagrindas alternatyvy palyginimo procesui formalizuoti.
Tai galéty padéti sumazinti paminétus esamy alternatyvy palyginimo
procesy trikumus. Be to, UAF suteikia galimybe taikyti simuliacija gristus
metodus architektiiry jvertinimui.

Remiantis atlikta analize, buvo suformuluotas naujas alternatyvy
palyginimo metodas. Sitas metodas (UT3SA) dabar yra vienintelis metodas,
apimantis visas Sias savybes: 1) pateikia formaliai apibréztg alternatyvy
palyginimo procesa su apibréztais vaidmenimis, jvesties ir iSvesties
duomenis; 2) pateikia gaires, kaip apibrézti alternatyvy palyginima
MBSE aplinkoje; 3) nurodo iSsamius sistemos architektiiros jvertinimo
metodus, jskaitant vertinimo algoritmus ir taisykles; 4) suteikia priemones
atlikti ankstyvajj architekttiros kokybés jvertinima.

UT3SA metodas jgyvendintas kaip UAF profilis su alternatyvy palyginimo
stereotipais (UT3SA profilis) ir kaip paketas, pateikiantis naujas lenteles,
validacijos taisykles, metrikas bei algoritmus, skirtus vykdyti
automatizuotam alternatyviy architektiry jvertinimui MBSE aplinkoje.
UT3SA metodo taikymas leidZia tiesiogiai apibrézti reikiamus alternatyvy
palyginimo duomenis modelyje, nustatyti alternatyviy sistemy architektiiry
kokybe ankstyvame alternatyvy palyginimo etape, jvertinti alternatyvias
SoS sprendimo architekttiras pagal atrankos kriterijus ir atlikti jautrumo
analizg, siekiant iSsirinkti tinkamiausia sprendimy architektiirg.
UT3SA profilis ir UT3SA paketas yra sukurti naudojant Catia MSoSA
v2021xRefresh2 jrankj ir gali buti jdiegti bet kuriame su UAF
suderinamame CASE jrankyje.

UT3SA metodas eksperimentiskai taikytas atliekant astuoniy alternatyviy
RV sprendimo architektiiry palyginima. Alternatyvos buvo lyginamos



keturiais etapais: 1) kritiniy reikalavimy atitikties patikra; 2) kokybés
jvertinimas; 3) alternatyviy sprendimy architektiry jvertinimas pagal
atrankos kriterijus; 4) jautrumo analizé. Eksperimentinis vertinimas jrode,
jog UT3SA metodas suteikia: 1) biiting UAFP iSplétima, kuris leidzia
tiesiogiai apibrézti alternatyvy palyginima MBSE aplinkoje; 2) detaly
alternatyvy palyginimo procesa, kuris apibrézia konkrecius etapus,
jvesties / iSvesties duomenis bei jvertinimo metodus, ir tai leidzia atlikti
iSsamy alternatyviy SoS architektiiry palyginima; 3) biitinas sistemos
architektiiros jvertinimo taisykles ir algoritmus, siekiant pasirinkti geriausiai
reikalavimus atitinkancig sistemos architektiirg i§ keliy galimy alternatyvy.
Taip pat atliktas eksperimentinis vertinimas patvirtina, jog sukurtas
UT3SA metodas gali biiti taikomas praktiskai.

Atliktas eksperimento rezultaty patikimumo ir teisingumo patikra atskleidé
bei patvirtino, jog eksperimento rezultatai yra patikimi ir teisingi. Tad
galima teigti, jog UT3SA metodu atrenkama labiausiai pageidaujama
SoS architektiiros alternatyva i§ galimy.

UT3SA metodo  kokybés pagerinimo vertinimas atskleid¢, jog
automatizuotas SoS architektiiry vertinimas nustato maziausiai 22 %
daugiau klaidy nei vertinimas rankiniu btidu. Klaidy nustatymo atvejy kiekis
susijes su SoS architekttiroje esanciy elementy skai¢iumi. Kuo daugiau
elementy, tuo didesnis automatizuotomis priemonémis aptinkamy klaidy
procentinis skirtumas lyginant su rankiniu vertinimu. Taip pat atlikta
MBSE, UAF ir simuliacijos priemoniy analizé patvirtino jy daromg jtaka
kokybés gerinimui mazinant klaidy skaiCiy. Papildomai Deloitte atlikta
apklausa atskleidé¢, jog mnet 92 % respondenty patvirtino, kad
automatizavimas ir simuliacija atitiko arba virSijo jy likesCius, todél
pager¢jo kokybé / tikslumas (90 %).
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APPENDIXES

Appendix A. Traceability links between critical interfaces and alternatives

Fig. A.1. Traceability links between critical interfaces and alternatives
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Appendix B. Selection criteria for the trade study of RM tool
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mockup

65 [E T53.24 Relate objects to test scripts.
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Requirements group for requirements specification.

Requirements group for requirements validation.

@ 16
[& TS7 RM Tool User Experience
181 M [@ TS8 RM Tool Administration
205 @ [E T59 Others

group for req
Requirements group for RM Tool user experience.
Requirements group for RM Tool administration.
Requirements group for others RM Tool requirements.

Fig. B.2. Selection criteria of requirements elicitation and analysis groups
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# Name Text priority
1 |m [& TS1 Requirements Planing Requirements group for requirements planning.
37 [& TS2 Requirements Elicitation Requirements group for requirements elicitation.
41 [& TS3 Requirements Analysis Requirements group for requirements analysis.
78 |@ [® TS4 Requirements Specification group for req i i
T s G o T 0 T e e
B0 TS o s el e i o o e 5 esrenon s e oo Eacelsaa iy Y g
51 [ T54.3 Import from Ms Visio fh'rLLZﬁZ'i}ei?frf{ég'r';;r'.'\ﬁ:ﬁst‘:é :(;:)lle(\\fis?o r:;:?irr“);e ol OBJRCIS OF o ViSIO PeGe UPOP UPIOel ¢ G SRIRCL VIRICK (O oGl OF >
82 [E TS4.4 Import external AV files Cor \rpon exierrel AV files o7d 5107 \hem viiiip \he 00l suieched 10 objecys toudio files video files) 1
83 [& TS4.5 Enter individual req Epier (pdividuel reguiremer s (.0 (e (001 @eSily o#a vilih 1OV USRT P i&FeCuOP vilik 1001 Ul (lovi Click coupt @uc ) 5
84 [@ T54.6 Unique ID unique IDs are automatically generated for each created object 5
85 [® T54.7 Create Can create a relationship link and specify the type for an object you are looking at 5
86 [® T754.8 Parent-child Can automatically create parent-child relationships by adding sub-objects 2
87 [& T54.9 Spelling checker Can run spelling and grammar check and highlight errors 2
88 @ T54.10 Un§mbiguous, atomic, Cor creeie ¢ sei of keyvioras (rey viill be flegged i used (P o requirermer. ova user is pouiliea (@ g 1Geruily keyvioras (re. 1
verifiable, Correct, complete should be evOIGRG BeCeuse ey o7& kPoOv/P (OF BRIPG ePPBIGUOUS OF 1GRP Iy «CTOPYMPS Used (Pei ShOUIG B svOiGRA)
89 [@ T54.11 Necessary Can mark a requirement as duplicate and merge with another requirement 1
90 @ T54.12 Cer 1aeP iy ViOTGS ViLPIP P OBJRCL'S (@x1 (et @xiS1 (P (@ GIOSSely oPa ePebie user (0 viev (he aeliviior 1
91 [@ T54.13 Export template CoP CI261@ TRGUITRIIRP (S GOCATIRP, RAPOT. &Y leies (a(iP& CUS (O (OTMY e\ (OF v/OTG OF &xCol) 2
92 [3 T54.14 Export req to a doc Can export a select group of requirements to a document template 5
93 @ T54.15 Highlight changes Highlight changes on exported document against a previous baseline 1
94 [@ T54.16 Select attributes for export ~ Can select attributes of objects to include in export 5
95 [@ T754.17 Select objects for export Can select objects to export 5
96 [& T54.18 Export from MS Excel Can export to Excel 8
97 [& T754.19 Export from MS Word Can export to Word 8
98 [® T54.20 Export visual models CeP @XpON OBJRCIS (el TRPIRSRPL ViSUel FPOORIS OF (PP oGRS 6P A Feve (MR GiSDley ¢S (PP oGRS (P (AR @ADOT.RA AOCUM P 2
99 [E T54.21 Elaborate Requirements CoP LiPK 6P @x121P 4| GOCUPPRPL L @ AOCUIPRPL OF SPeTRPOIP. OF (P 1217 ¢l Ge14D6$Q) (O ¢ TRAUITRIPRP | ¢P G ¢CCRSS 1hR liPk 2
100 @ [E TS5 Requirements Validation Requirements group for requirements validation.
101 [’ TS5.1 Request review Can request for a set of requirements objects to be reviewed 2
102 @ T55.2 Roles Can specify user as various standard roles, like reviewer, approver, etc. 2
103 [& TS5.3 User notification Users are notified when they have been selected to review a set of requirements 2
104 [& T55.4 Status tracking Can track status on reviews 2
105 [@ T7S5.5 Req owner notification Ovirer o120 vilner o TRGUITRITEP . MeS DRRP ¢CLIOPRA (IRVIQVIRG ¢PPIOVRG 1RC.QG COMMEP &4 OF) 2
106 [@ T755.6 Indicate req is reviewed Can review sets of requirements in the tool and indicate they've been reviewed 2
107 [@ TS5.7 Approve req Can approve one or more requirements 2
108 [ TS5.8 Reject req Can reject one or more requirements as needing more work 2
109 [E T55.9 Capture Feedback Can add feedback commentary on requirements 2
110 @ TS5.10 herative review roe'c‘e?v;c;e(::;e;::r'e‘:r‘\ixs:‘:r?o’:‘(;(e‘?(ner;:ii'ei:\:;:\:’;ﬁw oF (eeabeck user Co? subrrii (OF LLTeuIVE TRVIQVIS UP il ¢PPIOVel IS >
111 [@ T55.11 Re-import changes ((11ems heve beer exporied (TOM (he (00 +P G €died e CRePGRS CoP bR T2~ (P pPOTied Beck 1710 ke 00! 2
112 [’ TS5.12 Assign Priority Score Can set a priority on requirements 5
113 [& TS5.13 Custom priority scale Can specify custom prioritization scale/mechanism 2
114 [& T7S5.14 Assign stack ranking Can assign stack ranking to user stories 2
115 [® T7S5.15 Update stack ranking CoP QoSily 6SSIGP/UPUe@ S1eCk FePkiPg (P (e (P 121feCe (& G Greg ¢P G GIOP (O 12-OFGRT) 2
116 |@ @ T56 i group for req
155 |@ [@ TS7 RM Tool User Experience Requirements group for RM Tool user experience.
181 [& TS8 RM Tool inistrati i group for RM Tool i
205 [& TS9 Others Requirements group for others RM Tool requirements.

Fig. B.3. Selection criteria of requirements specification and validation groups
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# Name Text priority
[ 751 Requirements Planing Requirements group for requirements planning.
[’ TS2 Requirements Elicitation Requirements group for requirements elicitation.
[& TS3 Requirements Analysis Requirements group for requirements analysis.
[& TS4 Requirements Specification q group for
& TS5 Requirements Validation Requirements group for requirements validation.
1116 |@ @ TS6 group for
117 [’ TS6.1 Add project issue CoP o0d Projecy (SSuRS UPaividusily (P Bull (hrough VWord or Excel (rom e-meil arecily from o« requiremer.) 2
118 [& T56.2 Relate issue Can relate (link) an issue to one or more requirements 2
; [E T56.3 Integrate issues tracking tool Eéﬁ;;é::r’i:;: :)lr"i:S'I.I':(\:;C'k‘isns;:o‘(;r\Ll:i‘ll"\ga\lu‘l;:.)\e 9 SPerePOIPL Cop LIPK ¢ TROUITRIEP\ (O OPQ OF FPOIR (SSURS 1P o >
120 [E T56.4 issues count TOOI CoP GRPRI4I& PPRINCS Desed OF UseT SPRCIIA ¢ NBUIRS (@x ISSUR SIeiUS Gei@ OPRPRAG 1IPQ (O ClOSe &iC ) 1
121 [& TS6.5 Maintain D Tool referees competing changes to a requirement in a logical way" or something 3
122 B TS66 Workoffine Gifine doc and syneing beck s covered i anoxher AC undetvalidae) 0117 e ey ek rlaewenr
123 [& TS6.7 Establish a baseline Can establish a baseline on a set of requirements 2
124 [8 TS6.8 Compare versions Can compare current version against baseline 2
125 [& TS6.9 Flag req Flags requirements created after baseline as new 2
126 [E TS6.10 Mar req as acknowledged Can mark requirement as acknowledged (so that it's no longer flagged as new) 1
127 (& TS6.11 Notify due to req edit Can notify users that a requirement has been edited B
128 [E TS6.12 Retain all previous versions. Tool retains all previous versions of requirements objects 3
129 [& TS6.13 Tool info about user actions. Tool logs author, date, and time of all actions taken on objects 3
130 [& TS6.14 View previous version Can view previous versions of a selected object 1
131 [& TS6.15 View audit log Cor vievi sudii (0g (OF ¢ giver objec. (0g of suPOr dei@ epd Lime Of ol sCLOPS eker) 2
132 [& T56.16 Delete objects Can delete objects 2
133 [’ TS6.17 Alert due to link to deleted object CeP ¢l7. user Of OIPRT IRGUITRIPRP 1S 1Mo\ ¢1@ [IPHRE 10 OBJRCIS (Mel o7 10- DR GRIQIRA 2
1134 [E TS6.18 View deleted objects Can view objects that have been deleted (so tool must store) 2
135 [& TS6.19 Restore deleted objects Can restore an object that has been deleted 2
1136 [E T56.20 Change attribute value Can change attribute values of objects s
137 [@ TS6.21 Indicate editable attributes Can indicate which attributes of an object can be editable after creation 2
138 @ T56.22 Undo action Can undo the i previous change 2
g [ 756.23 Edit mult reas i(n'é::L‘h?:é\izfuﬁq;ﬁgm (P ¢ sRIRCIeA S&UIP- (PR (@G [IKE (P ¢ o7 @xCRI SPIRedsheR. OF GNG) Vil MOUL MeviPg 10 Click N
140 [E T56.24 Bulk-in req attributes fe.;u:nr:r:re:?;; TROUITRIPRP | ¢\ TDUIRS (CoP SRIQCL FPULLIDIC TRGUITRIPEP S o7 0 CPopge o (1216 (0 ¢ speci(ied velue (OF ol seleciea 2
141 [® T56.25 Identify affected areas When an object is changed, user can choose to highlight suspect 1
142 [8 TS6.26 Clear suspect flags Can clear suspect flags when related objects are changed 1
15 7562 Gene coom s e ot S 10 s 8 000 8 5 par g e s e
144 [E TS6.28 Download health metrics Can download reports 2
145 [& T756.29 Deliver health metrics report Can deliver reports via email 1
146 [8 TS6.30 Export report data Can export report data (excel, word) 2
147 [& T56.31 Generate images Can generate charts/graphs to visually display selected metrics 2
148 [E TS6.32 Customize project metrics Can create/customize a project metrics dashboard 1
149 [’ TS6.33 Create burn down Can create burn down reports 2
150 [E TS6.34 Create UAT scripts Cop COPVRT Process (lovis User SION@S OF US@ CoS@S \OF SOMPRIMIPG SIPPIlel) P10 &S\ SCHPIS 1
151 [& TS6.35 Select previous version objects Cop SRIQCI o PreviOus veISIOP Of ¢ IRGUITRIPRP.L FPOGRI OF GOCUMIRPL S (1R CUITRP. VRISIOP 2
1152 [E TS6.36 Revert artifacts. Can revert all artifacts within the project to a baseline version 1
153 [H T56.37 Create test plans i(n';‘g‘real‘i(;:x)‘ SUile Desed OF SQIRCLIPG ¢ GIOUP Of IRGUITRIPRP S oP G USIPG (PR [(PKRG 12S1S (CoP DR AOPR (P (00! OF Vi 1
154 [& T56.38 Generate views of req Cor gerersie vievis of requirerrer s besed oF (PG Of ¢CLIOPS (sKQP (& G ViaVi oll PRV/ TRGUITRITEP S +0GRG 1P (h& lesi vieel) 1
155 '@ [& TS7 RM Tool User Experience Requirements group for RM Tool user experience.
156 [& T757.1 Copy/cut/paste CoP COPy Ci 420G Posi@ VL RIP (PR (00| o270 (TOP @x TP 4l ¢PPIIC1IOPS (420G (OIM 41 LPG CoP DR PP oiP siPRG) 5
157 [® T57.2 Save TOO! Pes FPRCPOP SIS (P PleCe (O PP eke Sure viork is POL (051 By «CCIGRP, OF OF Sysiem (elure of somerirg 3
VEPdOr CoP SHeT@ o7 @xoeTPDIe/Cose SiMay (GORSP'\ Meve 10 be (O el cOUlG be hem (ellirg o si0Ty) vikere (ool is suill
158 [E T57.3 Scalability M eregeebie viiik > 10 000 reGuITRITEr s OBJRTIS (i @ MOV GORS (M@ 100l 18SPOPSE (s COMpere vih 4000 vs 45000 vs 8
30000 requirements?)
159 [& TS7.4 User CoPligureiiOF ¢ G DeSIC USR GOCUMPRP L61(OP (S IRedily sveilebie P o veniy of forms 2
160 [E T57.5 Ease of use Tool is intuitive and easy to learn (subjective based on evaluator's opinion) 5
161 [& TS7.6 Find and replace Can find and replace 2
162 [H T57.7 Online support Adequate online support resources are available 2
1163 [® TS7.8 Learning aid Learning aids are available 2
164 & 757.9 Support Context specific help within tool while looking at screens is readily available 1
165 | [& TS7.10 Training Training classes are available for the tool 1
e TS o e o e e ot s S O O st s
167 [ 7oy 15 Ve @ custom view of selected  CoP Sove 4 CUSIOM viev: Of SEIRCIEH eLITDUIES P KQ USEr IPL&T(sCe (€ G YOU'VE CUs OMIzer ViR fielas ere seep viker ,
attributes CIR4UIPG o ODJRCL OF yOU'V CUSIOMIZ&A Lhe COLUMTPS LRt GiSDley (P o 1S\ Of TRGUITEITRPLS ¢P G yOU CoP COME Dok (O Lhor
same view later)
168 W T57.13 Auributes Can select menu items to view in the user interface and save my settings L
169 [& TS7.14 Public view Can save custom view as "public” for anyone in my project to use 1
170 [& T57.15 Assign hot keys Can assign hot keys and functions to buttons 1
171 [& TS7.16 Predefined hot keys Predefined hotkeys exist like standard window commands, ctrl+c, ctrl+v, ctri+z 1
172 [& T757.17 Filter a view Filier o vievi of requiremrer s by o7y s 1ibUI@ (GURT@S) -~ (PCIUAIPG COPLaiPs ili@FS (@ G 111l COPLaIPS (he viOTa TeG) 5
173 [& TS7.18 Save filter Can save the filter settings | have selected for others in my project to use 1
174 [ 757,19 Save private custom view él.;:;’,;j.q;;rau» Vievis of 1RGUITRITEr S 1@ § oPelyst Mokes Cus.Om (iliered vievs opd Plers 0 use ofier ir e luiure - 5
; B 157.20 Sant ge‘a'u;rue'\‘/a.l\:\:)‘ of 1RAUITEITer s By oPy Of (P& s 1DUICS OF +POLRT OBJEC. (yPE'S velue (OF exemPple SON. TeguiIemer s by L) s
1176 | [& TS7.21 Filter with multiple attributes Can filter using multiple attributes at the same time 2
177 [@ T57.22 Search Can search requirements by keyword 8
|178| [ T57.23 Search with boolean Can support Boolean searches 2
79 @ 1572 s s e Mo oS e S S S gy > e PR
180 [8 757.25 Search with ‘any requirement' Can search using any of requirement's attributes 2
181 [’ TS8 RM Tool Administration group for RM Tool i
205 @ [E TS9 Others Requirements group for others RM Tool requirements.
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# Name Text priority
[& TS1 Requirements Planing Requirements group for requirements planning.
|37 @ @ T52 Requirements Elicitation Requirements group for requirements elicitation.
[& TS3 Requirements Analysis group for requi analysis.
[& TS4 Requirements Specification Requirements group for requirements specification.
[& TS5 Requirements Validation Requirements group for requirements validation.
@ Ts6 group for
[& TS7 RM Tool User group for RM Tool user experience.
181 @ [& TS8 RM Tool group for RM Tool administration.
182 [E TS8.1 Permissions Can assign users to groups and set permissions based on group 2
[183 [& TS8.2 Custom role Can create custom role definitions 2
184 [ TS8.3 Predefined role Comes with predefined custom role definitions 2
185 [@ T58.4 Create user Can create user accounts 8
186 [E T58.5 Assign role Can assign users to i roles in the system 8
1678 TS5 specly prileges errisions, can resit uaers from viewin amyining At sty o PITHOTS teetera e :
188 [E TS8.7 Authentication Can use active directory login 1
(189 [@ T758.5 Install method Tool is hosted 5
190 [ T58.9 Store data in central repository | Tool can store data in a central, non-hosted repository (out of box) 2
(101 [@ TS8.10 Concurrent users Multiple users can work concurrently on a single project within the tool 8
192 @ 758.11 S5O Can set up SSO 2
(103 [& TS8.12 Licenses Can generate report indicating license volume and activity 1
194 @ T158.13 Tool maintain is "reasonable” (subjective based on examples) 2
195 [@ TS8.14 Installed client Tool operates through an installed local client 1
196 @ T58.15 ;rxy(:(g:xsuon with Test Management |Can integrate with Test Management Systems (list them) 2
(107 [® T758.16 with D tools | Can integrate with Development tools/environments (e.g., TFS, Rally) (list them) 2
108 @ T$8.17 Integration with revision control Cor airecily w.egl:.f v TRVISIOP COPLTOl sysier for ery h.lken documeris - (e g SherePoir. (VS SourceSele eic) st 2
system them) - this doesn't include just copying a link into a data field
E = Tss.18 ::x:g::;m 10 any tools - definable 17 2gre\0F 0 +Py (00Is 1S COPligursbie slioviPg a(iPebie MeppiPg Of OBRCL 1yPes BEVRP (he ViO PIOGUC.S N
200 @ T58.19 Irzt(eogrrdastian to any tools, mapped |iP(egre.io 10 ¢Py (00IS 1S COPligurebie siioviPg iPaiviausi fielas vinip recoras (o be repped for sypcirg bewvieer (ools 2
T e contmrsion ST S e en o a e v o o el o pava ey
[202 @ 758.21 Integration frequency [P iegreu0r (requercy is corfigurebie (& 1 (requercy cor be sev o1 field level 2 1f (requercy Cor be stjusied) 1
203 [@ T58.22 Performance Can have long-running tasks execute as separate jobs 1
204 [& TS8.23 Job queues Can manage job queues to prioritize tasks/queries in the tool 1
205 @ [@ TS9 Others Requirements group for others RM Tool requirements.
206 [E T59.1 Floating license Cop buy (106117g [1CRPSRS ViReTe o ((ned PUIVDRT CoP D& SKeTRU 4CTOSS MY AlLIDIE TRSOUTCES 5
[207° [& TS9.2 Site license Can buy site-wide license for unlimited use 2
208 [& T759.3 Non-web interface on Apple OS Client platform support for non-web interface on Apple operating systems
E [E 50,4 Server platform support on Windows If no hosted option, server platform support for Windows (e.g., Windows 2000 and higher) N
210 [& T759.5 Data storage in seperate DB Deis 1S SIOTRU (P ¢ SRPeTe1@ GeiobeSe Pe1 olIOVIS Ueiebes@ GURIRS OF 1@ eis OUISIGR (hQ (00| 2
211 [@ T759.6 Commercial DB Database is commercial, not proprietary 1
212 [ T59.7 External APl External APl available for custom development add-ons 2
213 [® T59.8 Non-web interface on Unix/Linux | Client platform support for non-web interface on Unix/Linux 1
214 & T59.9 Server platform for Unix/Linux Server platform support for Unix/Linux 1
[215 [& TS9.10 DB for Unix/Linux Database platform support for Unix/Linux 1
216 [& T759.11 Waterfall and Agile approaches Can work in waterfall and agile approaches (3 if setup out of the box to do either) 2

Fig. B.5. Selection criteria of RM tool administration and others groups
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Appendix C. Alternative RM tool with determined scores by selection criteria

Table C.1. Alternative RM tool with determined scores by selection criteria

# | Criteria RM | RM | RM | RM | RM | RM | RM
I I I | 1v \Y VI | VII
1 TS1 Requirements Planning
2 TS1.1 Input project knows 1 1 0 0 0 0 0
3 TS1.2 Estimate requirements work 3 2 3 1 0 2 2
4 TS1.3 Link tasks 3 2 3 1 2 3 3
5 TS1.4 Input tasks with estimates 3 2 3 1 2 2 2
6 TS1.5 Graph progress 1 0 3 1 1 3 3
7 TS1.6 Create requirements plan 3 2 3 1 2 3 3
8 TS1.7 Manage project portfolio 3 2 3 3 3 1 1
9 TS1.8 Customize methodology checklist 1 1 2 1 3 1 1
10 | TS1.9 Import Org Chart 3 0 2 3 2 1 1
11 | TS1.10 Track participants 3 3 3 3 3 2 2
12 TS1.11 Create personas 1 2 1 3 3 1,5 1,5
13 | TS1.12 Link personas 3 2 2 3 3 2 2
14 | TS1.13 Define object hierarchy 2 3 2 3 3 2 2
15 | TS1.14 Add custom object type 3 3 3 3 3 3 3
16 | TS1.15 Req objects variation 3 3 3 3 3 2 2
17 | TS1.16 Req architecture variation 3 3 3 3 3 2 2
18 | TS1.17 Relationships constraints 3 3 1 3 3 3 3
19 | TS1.18 Relationships support 3 3 2 3 3 3 3
20 | TS1.19 Bidirectional relationships 3 3 2 3 3 3 3
71 ;feSl;alt.ii(r)l S\}/lli;ual layout of the hierarchy ) 1 1 3 3 3 3
22 | TS1.21 Req architecture templates 2 3 2 3 2 2 2
23 | TS1.22 Create req architecture templates 1,5 0 2 3 3 3 3
24 | TS1.23 Store relationship template 2 0 1 3 3 3 3
25 TS1.24 Fields customization 1,5 2 1 3 3 3 3
26 | TS1.25 Define object attributes 1 0 2 3 2 3 3
27 | TS1.26 Define field mandatory 1 0 3 3 3 3 3
28 | TS1.27 Define field format 1 3 1 3 2 3 3
29 | TS1.28 Define calculated fields 1 1 1 1 2 3 3
30 | TS1.29 Customize tools 3 0 3 2 3 3 3
31 TS1.30 Create Glossary 1 1 1 1,5 1 2 2
32 | TS1.31 Upload Glossary 0 2 1 1,5 1 1 1
33 | TS1.32 Assign owner of req 3 1 2 3 3 3 3
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# | Criteria RM | RM | RM | RM | RM | RM | RM
I Im | oI | 1v \Y VI | VII
34 | TS1.33 Receive notification 3 0 3 3 3 2 2
35 | TS1.34 Create requirements plan 1,5 2 3 3 3 2 2
36 | TS1.35 Visually see features 1,5 2 3 3 3 2 2
37 | TS2 Requirements Elicitation
38 | TS2.1 Copy 1 1 3 1,5 3 3 1
39 | TS2.2 Reuse 1 0 2 1,5 3 2 1
40 | TS2.3 Capture requirements 3 3 3 3 3 3 3
41 TS3 Requirements Analysis
42 | TS3.1 Group requirements 0 0 3 3 3 3 3
43 | TS3.2 Dependencies 3 3 3 3 3 3 3
44 | TS3.3 Specify quantified dollar 1 1 3 3 3 2 3
45 TS3.4 Rank features 0 1 3 2 2,5 1 1
46 | TS3.5 Assumptions 1 3 2 3 3 2 2
47 | TS3.6 Constraints 1 3 2 3 3 2 2
48 | TS3.7 Risks 1 3 2 3 3 2 2
49 | TS3.8 Create models 3 2 0 1 3 2 2
50 | TS3.9 Create tables 2 2 1 3 2 2 2
51 | TS3.10 Create diagrams 3 2 0 1 3 2 2
52 | TS3.11 Create elements 0 0 1 1 1 2 2
53 | TS3.12 Mockup low-fidelity screens 3 0 0 1 1 LS 0
54 | TS3.13 Mockup high-fidelity screens 1 0 0 1 0 1,5 0
55 | TS3.14 View models 3 3 1 3 3 3 2
56 | TS3.15 Import models 3 0 0 1 3 0 3
57 | TS3.16 Generate presentation 1 2 0 3 2 3 2
58 | TS3.17 Create Relationships 3 3 3 3 3 3 3
59 | TS3.18 DnD Relationships 0 0 0 2 0 2 3
60 | TS3.19 Specify type of Relationships 3 3 3 3 3 1 3
61 | TS3.20 Create Relationships in bulk 3 0 2 3 2 3 3
62 ngj_’é CZt; Create Relationships between ’ ’ 1 3 3 ) 3
63 | TS3.22 Relate req to an visual model 0 0 1,5 1 2 2
64 I"l;ls(;i .kZlprelate req to an element on Ul 0.5 0 | 0 1.5 0
65 | TS3.24 Relate objects to test scripts 3 1 3 3 3 3 3
66 | TS3.25 Define stakeholders 1 1 2 3 3 2 3
67 | TS3.26 Navigate through models 3 1 1 3 3 2 2
68 | TS3.27 Navigate from visual model 0 1 0 3 1 2 2
1




# | Criteria RM | RM | RM | RM | RM | RM | RM
I 1I I | 1v \Y VI | VII

69 | TS3.28 View related objects 3 2 3 3 3 3 3
70 | TS3.29 View hierarchy 3 1 2 3 3 3 3
71 | TS3.30 View Relationships 3 1 0 3 3 3 3
72 | TS3.31 Export Relationships 3 2 1 3 3 3 2
73 | TS3.32 View hierarchies as diagrams 0 1 0 3 2 3 2
74 TS3.33 Detects inconsistencies 1 0 0 3 2,5 3 1
75 | TS3.34 Perform Gap Analysis 1 0 1 3 3 3 3
76 | TS3.35 Generate traceability report 3 1 1 3 3 3 2
77 | TS3.36 Track progress on traceability 1 2 1 3 2 3 3
78 | TS4 Requirements Specification

79 | TS4.1 Import from MS Word 3 3 0 3 3 2 3
80 | TS4.2 Import from MS Excel 3 3 3 3 3 2 3
81 | TS4.3 Import from MS Visio 0 0 0 0 0 0 3
82 | TS4.4 Import external AV files 3 3 2 3 3 0 2
83 | TS4.5 Enter individual req 3 1 3 3 3 2 2
84 | TS4.6 Unique ID 3 1 3 3 3 3 3
85 | TS4.7 Create relationship 3 3 3 3 3 2 3
86 | TS4.8 Parent-child relationship 3 0 3 3 3 2 3
87 | TS4.9 Spelling checker 1 0 1 1 2 2 2
38 gifrel é)t ’Iir::rrlrlljllaé%euous, atomic, verifiable, 0 0 0 3 ) 0 3
89 | TS4.11 Necessary 0 0 3 LS 0 0 2
90 | TS4.12 Unambiguous 0 0 0 1 0 0,5 0
91 TS4.13 Export template 2 3 1 3 2 3 3
92 | TS4.14 Export req to a doc 3 3 1 3 3 3 3
93 | TS4.15 Highlight changes 1 3 0 1,5 3 3 3
94 | TS4.16 Select attributes for export 3 3 1 3 3 3 3
95 | TS4.17 Select objects for export 3 3 2 3 3 3 3
96 | TS4.18 Export from MS Excel 3 3 3 3 3 2 3
97 | TS4.19 Export from MS Word 3 3 3 3 3 3 3
98 | TS4.20 Export visual models 3 2 0 3 3 3 3
99 | TS4.21 Elaborate Requirements 1 2 3 3 2,5 3 3
100 | TS5 Requirements Validation

101 | TS5.1 Request review 3 2 3 1 3 3 3
102 | TS5.2 Roles 3 0 3 3 3 3 3
103 | TS5.3 User notification 3 2 3 3 3 2 3
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Criteria

111

VII

104

TS5.4 Status tracking

105

TS5.5 Req owner notification

106

TS5.6 Indicate req is reviewed

107

TS5.7 Approve req

—_—

108

TS5.8 Reject req

—

109

TS5.9 Capture Feedback

110

TS5.10 Iterative review

— W

111

TS5.11 Re-import changes

112

TS5.12 Assign Priority Score

—_ | W

113

TS5.13 Custom priority scale

W W | O |W W | W |Ww|Ww|w

mwwwwwwmmng

114

TS5.14 Assign stack ranking

—

—_
(9]

115

TS5.15 Update stack ranking

UJ»—‘D—‘UJLAJI\)UJUJUJWLML»JME

oS |lo | o

—_
(9]

wwmwwwwwwmmm<§

o»—wwwwwwwwwmsg

O[O | W | W |[W | W |WwW|WwW|[w|w|lw

116

TS6 Requirements Management

117

TS6.1 Add project issue

118

TS6.2 Relate issue

119

TS6.3 Integrate issues tracking tool

120

TS6.4 Issues count

N O

—_— W | W | W

121

TS6.5 Maintain Documentation

122

TS6.6 Work offline

— NN W W

123

TS6.7 Establish a baseline

N | OO W |W|WwW|Ww

124

TS6.8 Compare versions

[\

D | W[ W | W | W|Ww || —

125

TS6.9 Flag req

| =

—_—

—_— W | W | = W

o
(O

—_— W | W

126

TS6.10 Mar req as acknowledged

—

127

TS6.11 Notify due to req edit

—

128

TS6.12 Retain all previous versions

129

TS6.13 Tool info about user actions

130

TS6.14 View previous version

131

TS6.15 View audit log

132

TS6.16 Delete objects

133

TS6.17 Alert due to link to deleted object

134

TS6.18 View deleted objects

135

TS6.19 Restore deleted objects

136

TS6.20 Change attribute value

137

TS6.21 Indicate editable attributes

—_— == OO N W | W | W W |w| o

138

TS6.22 Undo action

w

S| IO N ||| |[W|W|W | W[IW[IN|O|O|W [N ==

S| | W | ||| W|W|O|W|W|Ww|—

W[ W[ L W[ W | W |[W|W|WwW|Ww|w|N

DO [ W [ L | W | W | W | W |[W|W|WwW W |w]|—

DWW |W | W | O |W|W|WwW|Ww|w

W W IO W|W|W N |W|Ww|—
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Criteria

11

111

VI

VII

139

TS6.23 Edit multi reqs

140

TS6.24 Bulk-in req attributes

141

TS6.25 Identify affected areas

142

TS6.26 Clear suspect flags

143

TS6.27 Create custom filters

144

TS6.28 Download health metrics

145

TS6.29 Deliver health metrics report

146

TS6.30 Export report data

147

TS6.31 Generate images

— W | O |WwW oo

W[ W W[N]

148

TS6.32 Customize project metrics

W | W [W =W [N [W|WwW]|N

149

TS6.33 Create burn down

—_—

150

TS6.34 Create UAT scripts

—_—

151

TS6.35 Select previous version objects

152

TS6.36 Revert artifacts

[ NS BN NS 2 Bl I 9]

153

TS6.37 Create test plans

154

TS6.38 Generate views of req

»—o.—»—.—.—.—.—w»—.—owwww;—qg

—_— O W | W | OO | Ww

W WO |O|W|W|W|IW| W WwWilw|lo|lo|w

mwww»—»—www»—wwwwwwzg

Nwwmo»—wwwmwwwmww<§

W [ W[ W | Ww

155

TS7 RM Tool User Experience

156

TS7.1 Copy/cut/paste

w

157

TS7.2 Save

—

—_—

158

TS7.3 Scalability

—

—

159

TS7.4 User documentation

160

TS7.5 Ease of use

—_— W | W

— (WO | W

161

TS7.6 Find and replace

162

TS7.7 Online support

W | O || =

N | N

163

TS7.8 Learning aid

164

TS7.9 Support

165

TS7.10 Training

w | o

166

TS7.11 Rich formatting for text

W W [W|WwW || =

—_—

W IW W |W W | O |W|WwW| oW

W | W | W | WIN [N W]|W|Ww|w

W[ W [N | W | W ||| W | Ww

167

TS7.12 Save a custom view of selected
attributes

—_—

W

w

—_

N ([N [W W | W |WwWw| o[ | Ww

168

TS7.13 Attributes

[\

169

TS7.14 Public view

—

—

170

TS7.15 Assign hot keys

171

TS7.16 Predefined hot keys

O e I S

— o |o o

172

TS7.17 Filter a view

0,5

N | WO

173

TS7.18 Save filter

S | W

N | W W | W | o |

W W | W | o |Ww|w

W | W | W |

N[ W N[N WwW | Ww
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Criteria

11

111

VII

174

TS7.19 Save private custom view

175

TS7.20 Sort

176

TS7.21 Filter with multiple attributes

177

TS7.22 Search

178

TS7.23 Search with Boolean

—_— W | W | W

179

TS7.24 Nested search

180

TS7.25 Search with 'any requirement’

N[ W [ W | W | Ww

W | W | W | W[ W | Ww

wwwwwwwzg

u:»—wwwww<§

mwwwwwwsg

w | O

181

TS8 RM Tool Administration

182

TS8.1 Permissions

183

TS8.2 Custom role

S | =

184

TS8.3 Predefined role

—

185

TS8.4 Create user

w

186

TS8.5 Assign role

—_—

187

TS8.6 Specify privileges

188

TS8.7 Authentication

189

TS8.8 Install method

190

TS8.9 Store data in central repository

191

TS8.10 Concurrent users

192

TS8.11 SSO

W[ W [W | W | W |W|WwW| W w | w|w

193

TS8.12 Licenses

W[ W | W | W[ W[ W | W|[W|[N]|W|Ww|w

194

TS8.13 Maintenance

195

TS8.14 Installed client

S| N [N | W | W|W|WwW|Ww|—

W N[N W W |[W|W|W|W|[Ww|[Ww|Ww|w|w

W [N | W | W[ W | W[ W [W|W|W|WwW|w|Ww|w

W[ W[ W W W |W|WI|N [N [W]|WwW N[N

W [N | W | W[ W | W[ W [W|W|WwW|WwW|w|Ww|w

196

TS8.15 Integration with Test Management
Systems

[w]

w

[w]

197

TS8.16 Integration with Development tools

198

TS8.17 Integration with revision control
system

199

TS8.18 Integration to any tools — definable
mapping

200

TS8.19 Integration to any tools, mapped
records

201

TS8.20 Integration configuration

202

TS8.21 Integration frequency

N[ W

203

TS8.22 Performance

—

204

TS8.23 Job queues

205

TS9 Others

206

TS9.1 Floating license

207

TS9.2 Site license

167



# | Criteria RM | RM | RM | RM | RM | RM | RM

I 1I I | 1v \Y VI | VII
208 | TS9.3 Non-web interface on Apple OS 3 0 0 0 3 3 0
209 | TS9.4 Server platform support on Windows | 3 3 3 3 3 3 3
210 | TS9.5 Data storage in separate DB 3 3 3 3 3 3 3
211 | TS9.6 Commercial DB 3 3 3 3 3 3 3
212 | TS9.7 External API 3 3 3 3 3 3 3
213 | TS9.8 Non-web interface on Unix/Linux 3 3 3 0 3 3 3
214 | TS9.9 Server platform for Unix/Linux 3 3 3 0 3 3 3
215 | TS9.10 DB for Unix/Linux 3 3 3 3 3 3 3
216 | TS9.11 Waterfall and Agile approaches 2 2 2 2 3 3 2
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Appendix D. Weighted score calculations of alternative RM tools
Table D.2. Weighted score calculations of alternative RM tools

RM 1 RM_III RM_1V RM V RM_VII
o] 2z E K E < E K E K E K E
5 |t 55| 2 S| B B | B2 S| Eg| S| Bl e
= T L8| 8R| L8| SR| 8| oR"| L8| e=F| L8| e=®/| L8
S} S|l BE|zp | BR|Zp | BR|Zzp | BR | Zr | BR | Zr| Ba
TS1 0.03
TS1. | 1 | 37 0.5 001 |0 0 0 0 0 0 0.5 0.016
1 69 85
TS1. | 1 0.33 | 0.01 | 0.33 | 0.011 | 0.11 | 0.003 | O 0 0.22 | 0.007
2 33 12 33 2 11 7 22 5
TS1. | 1 0.25 | 0.00 | 0.25 | 0.008 | 0.08 | 0.002 | 0.16 | 0.005 | 0.25 | 0.008
3 84 4 33 8 67 6 4
TS1. | 2 0.27 | 0.01 | 0.27 | 0.018 | 0.09 | 0.006 | 0.18 | 0.012 | 0.18 | 0.012
4 27 84 27 4 09 1 18 3 18 3
TS1. | 2 0.12 | 0.00 | 0.37 | 0.025 | 0.12 | 0.008 | 0.12 | 0.008 | 0.25 | 0.016
5 5 84 5 3 5 4 5 4 9
TS1. | 1 0.27 | 0.00 | 0.27 | 0.009 | 0.09 | 0.003 | 0.18 | 0.006 | 0.18 | 0.006
6 27 92 27 2 09 1 18 1 18 1
TS1. | 1 0.2 0.00 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006
7 67 7 7 7 7
TS1. | 1 0.12 | 0.00 | 0.25 | 0.008 | 0.12 | 0.004 | 0.37 | 0.012 | 0.12 | 0.004
8 5 42 4 5 2 5 6 5 2
TS1. | 2 0.23 | 0.01 | 0.15 | 0.010 | 0.23 | 0.015 | 0.15 | 0.010 | 0.23 | 0.015
9 08 56 38 4 08 6 38 4 08 6
TS1. | 1 0.21 | 0.00 | 0.21 | 0.007 | 0.21 | 0.007 | 0.21 | 0.007 | 0.14 | 0.004
10 43 72 43 2 43 2 43 2 29 8
TS1. | 2 0.09 | 0.00 | 0.09 | 0.006 | 0.27 | 0.018 | 0.27 | 0.018 | 0.27 | 0.018
11 09 61 09 1 27 4 27 4 27 4
TS1. | 2 021 | 0.01 | 0.14 | 0.009 | 0.21 | 0.014 | 0.21 | 0.014 | 0.21 | 0.014
12 43 44 29 6 43 4 43 4 43 4
TS1. | 8 0.15 | 0.04 | 0.15 | 0.041 | 0.23 | 0.062 | 0.23 | 0.062 | 0.23 | 0.062
13 38 15 38 5 08 2 08 2 08 2
TS1. | 8 0.2 0.05 | 0.2 0.053 | 0.2 0.053 | 0.2 0.053 | 0.2 0.053
14 39 92 92 92 92
TS1. | 1 0.2 0.00 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006
15 67 74 74 74 74
TS1. | 2 0.2 0.01 | 0.2 0.013 | 0.2 0.013 | 0.2 0.013 | 0.2 0.013
16 35 48 48 48 48
TS1. | 2 0.23 | 0.01 | 0.07 | 0.005 | 0.23 | 0.015 | 0.23 | 0.015 | 0.23 | 0.015
17 08 56 69 2 08 6 08 6 08 6
TSI1. | 5 021 | 0.03 | 0.14 | 0.024 | 0.21 | 0.036 | 0.21 | 0.036 | 0.21 | 0.036
18 43 61 29 1 43 1 43 1 43 1
TSI1. | 5 021 | 0.03 | 0.14 | 0.024 | 0.21 | 0.036 | 0.21 | 0.036 | 0.21 | 0.036
19 43 61 29 1 43 1 43 1 43 1
TS1. | 2 0.18 | 0.01 | 0.09 | 0.006 | 0.27 | 0.018 | 0.27 | 0.018 | 0.18 | 0.012
20 18 23 09 1 27 4 27 4 18 3
TS1. | 1 0.18 | 0.00 | 0.18 | 0.006 | 0.27 | 0.009 | 0.18 | 0.006 | 0.18 | 0.006
21 18 61 18 1 27 2 18 1 18 1
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RM 1 RM 111 RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| 28| Eg| Be| Eg| S| Ee| S| Eg| B2 | E2l By
‘= T L8| 8R| L8| eR| 28| eR| Q| R 23S | 5=F| 28
Q S|l 2R|lzr| BR|l Zzr| B Zr| 2R | zr| 2R Z>| 2&
TS1. | 2 0.13 | 0.00 | 0.17 | 0.011 | 0.26 | 0.017 | 0.26 | 0.017 | 0.17 | 0.011
22 04 88 39 7 09 6 09 6 39 7
TS1. | 2 0.18 | 0.01 | 0.09 | 0.006 | 0.27 | 0.018 | 0.27 | 0.018 | 0.18 | 0.012
23 18 23 09 1 27 4 27 4 18 3
TS1. | 2 0.14 | 0.00 | 0.09 | 0.006 | 0.28 | 0.019 | 0.28 | 0.019 | 0.19 | 0.012
24 29 96 52 4 57 3 57 3 05 8
TS1. | 2 0.09 | 0.00 | 0.18 | 0.012 | 0.27 | 0.018 | 0.18 | 0.012 | 0.27 | 0.018
25 09 61 18 3 27 4 18 3 27 4
TS1. | 2 0.07 | 0.00 | 0.23 | 0.015 | 0.23 | 0.015 | 0.23 | 0.015 | 0.23 | 0.015
26 69 52 08 6 08 6 08 6 08 6
TS1. |1 0.1 0.00 | 0.1 0.003 | 0.3 0.010 | 0.2 0.006 | 0.3 0.010
27 34 4 1 7 1
TS1. |1 0.12 | 0.00 | 0.12 | 0.004 | 0.12 | 0.004 | 0.25 | 0.008 | 0.37 | 0.012
28 5 42 5 2 5 2 4 5 6
TS1. |1 0.23 | 0.00 | 0.23 | 0.007 | 0.15 | 0.005 | 0.23 | 0.007 | 0.15 | 0.005
29 08 78 08 8 38 2 08 8 38 2
TS1. |1 0.13 | 0.00 | 0.13 | 0.004 | 0.2 0.006 | 0.13 | 0.004 | 0.4 0.013
30 33 45 33 5 7 33 5 5
TS1. |1 0 0.00 | 0.15 | 0.005 | 0.23 | 0.007 | 0.15 | 0.005 | 0.46 | 0.015
31 00 38 2 08 8 38 2 15 6
TS1. | 3 0.21 | 0.02 | 0.14 | 0.014 | 0.21 | 0.021 | 0.21 | 0.021 | 0.21 | 0.021
32 43 17 29 4 43 7 43 7 43 7
TS1. |1 0.25 | 0.00 | 0.25 | 0.008 | 0.25 | 0.008 | 0.25 | 0.008 | O 0
33 84 4 4 4
TS1. | 2 0.12 | 0.00 | 0.24 | 0.016 | 0.24 | 0.016 | 0.24 | 0.016 | 0.16 | 0.010
34 81 2 2 2 8
TS1. | 2 0.11 | 0.00 | 0.22 | 0.015 | 0.22 | 0.015 | 0.22 | 0.015 | 0.22 | 0.015
35 11 75 22 0 22 0 22 0 22 0
TS2 0.02
TS2. |2 | 01 0.10 | 0.00 | 0.31 | 0.012 | 0.15 | 0.006 | 0.31 | 0.012 | 0.10 | 0.004
1 53 42 58 7 79 3 58 7 53 2
TS2. |1 0.11 | 0.00 | 0.23 | 0.004 | 0.17 | 0.003 | 0.35 | 0.007 | 0.11 | 0.002
2 76 24 53 7 65 5 29 1 76 4
TS2. | 2 0.2 0.00 | 0.2 0.008 | 0.2 0.008 | 0.2 0.008 | 0.2 0.008
3 80 0 0 0 0
TS3 0.11
TS3. |2 |79 0 0.00 | 0.25 | 0.059 | 0.25 | 0.059 | 0.25 | 0.059 | 0.25 | 0.059
1 00 0 0 0 0
TS3. | 2 0.2 0.04 | 0.2 0.047 | 0.2 0.047 | 0.2 0.047 | 0.2 0.047
2 72 2 2 2 2
TS3. | 2 0.07 | 0.01 | 0.23 | 0.054 | 0.23 | 0.054 | 0.23 | 0.054 | 0.23 | 0.054
3 69 81 08 4 08 4 08 4 08 4
TS3. | 2 0 0.00 | 0.35 | 0.083 | 0.23 | 0.055 | 0.29 | 0.069 | 0.11 | 0.027
4 00 29 2 53 5 41 4 76 7
TS3. | 2 0.09 | 0.02 | 0.18 | 0.042 | 0.27 | 0.064 | 0.27 | 0.064 | 0.18 | 0.042
5 09 14 18 9 27 3 27 3 18 9
TS3. | 2 0.09 | 0.02 | 0.18 | 0.042 | 0.27 | 0.064 | 0.27 | 0.064 | 0.18 | 0.042
6 09 14 18 9 27 3 27 3 18 9
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RM I RM III RM IV RM V RM VII

= = = = = =
BN TR EN
2 Tl 2| ES| 22| ES| > | ES| 2 | ES| 2 | ES| =22
‘= T L8 8R| L8| SR| 8| oR"| L8| eF| L8| e=®/| L8
Q Sl 2Rl zp| BR| Zzr| B Z>| 2& Z>| 2& Z>| 2&
TS3. | 2 0.09 | 0.02 | 0.18 | 0.042 | 0.27 | 0.064 | 0.27 | 0.064 | 0.18 | 0.042
7 09 14 18 9 27 3 27 3 18 9
TS3. | 8 033 [ 031 |0 0 0.11 | 0.104 | 0.33 | 0.314 | 0.22 | 0.209
8 33 44 11 8 33 4 22 6
TS3. | 8 0.2 0.18 | 0.1 0.094 | 0.3 0.282 | 0.2 0.188 | 0.2 0.188
9 86 3 96 64 64
TS3. | 8 033 [ 031 |0 0 0.11 | 0.104 | 0.33 | 0.314 | 0.22 | 0.209
10 33 44 11 8 33 4 22 6
TS3. | 5 0 0.00 | 0.2 0.117 | 0.2 0.117 | 0.2 0.117 | 0.4 0.235
11 00 9 9 9 8
TS3. | 1 0.11 | 0.6 007 | 0 0 0.2 0.023 | 0.2 0.023 | 0 0
12 79 07 6 6
TS3. | 1 0.5 005 |0 0 0.5 0059 | 0 0 0 0
13 90 0
TS3. | 8 025 [ 023 | 0.08 | 0.078 | 0.25 | 0.235 | 0.25 | 0.235 | 0.16 | 0.157
14 58 33 6 8 8 67 2
TS3. | 2 03 007 | 0 0 0.1 0.023 | 0.3 0.070 | 0.3 0.070
15 07 6 7 7
TS3. | 2 0.12 [ 0.02 | O 0 0.37 | 0.088 | 0.25 | 0.059 | 0.25 | 0.059
16 5 95 5 4 0 0
TS3. | 8 0.2 0.18 | 0.2 0.188 | 0.2 0.188 | 0.2 0.188 | 0.2 0.188
17 86 6 6 6 6
TS3. | 2 0 000 | O 0 0.4 0094 | 0 0 0.6 0.141
18 00 3 5
TS3. | 5 0.2 0.11 | 0.2 0.117 | 0.2 0.117 | 0.2 0.117 | 0.2 0.117
19 79 9 9 9 9
TS3. | 2 023 | 0.05 | 0.15 | 0.036 | 0.23 | 0.054 | 0.15 | 0.036 | 0.23 | 0.054
20 08 44 38 3 08 4 38 3 08 4
TS3. | 8 0.16 | 0.15 | 0.08 | 0.078 | 0.25 | 0.235 | 0.25 | 0.235 | 0.25 | 0.235
21 67 72 33 6 8 8 8
TS3. | 8 0 000 | O 0 033 | 0.314 | 0.22 | 0.209 | 0.44 | 0.419
22 00 33 4 22 6 44 2
TS3. | 1 033 [ 003 |0 0 0.66 | 0.078 | 0 0 0 0
23 33 93 67 6
TS3. | 2 0.2 0.04 | 0.2 0.047 | 0.2 0.047 | 0.2 0.047 | 0.2 0.047
24 72 2 2 2 2
TS3. | 2 0.08 | 0.01 | 0.16 | 0.039 | 0.25 | 0.059 | 0.25 | 0.059 | 0.25 | 0.059
25 33 97 67 3 0 0 0
TS3. | 2 0.25 | 0.05 | 0.08 | 0.019 | 0.25 | 0.059 | 0.25 | 0.059 | 0.16 | 0.039
26 90 33 7 0 0 67 3
TS3. | 1 0 000 | O 0 0.5 0.059 | 0.16 | 0.019 | 0.33 | 0.039
27 00 0 67 7 33 3
TS3. | 5 0.2 0.11 | 0.2 0.117 | 0.2 0.117 | 0.2 0.117 | 0.2 0.117
28 79 9 9 9 9
TS3. | 2 0.21 | 0.05 | 0.14 | 0.033 | 0.21 | 0.050 | 0.21 | 0.050 | 0.21 | 0.050
29 43 05 29 7 43 5 43 5 43 5
TS3. | 2 025 [ 005 |0 0 0.25 | 0.059 | 0.25 | 0.059 | 0.25 | 0.059
30 90 0 0 0
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RM 1 RM 111 RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| 28| Eg| Be| Eg| S| Ee| S| Eg| B2 | E2l By
‘= T L8| 8R| L8| eR| 28| eR| Q| R 23S | 5=F| 28
Q S|l 2R|lzr| BR|l Zzr| B Zr| 2R | zr| 2R Z>| 2&
TS3. | 2 0.25 | 0.05 | 0.08 | 0.019 | 0.25 | 0.059 | 0.25 | 0.059 | 0.16 | 0.039
31 90 33 7 0 0 67 3
TS3. | 2 0 0.00 | O 0 0.42 | 0.101 | 0.28 | 0.067 | 0.28 | 0.067
32 00 86 1 57 4 57 4
TS3. |1 0.13 | 001 | O 0 0.4 0.047 | 0.33 | 0.039 | 0.13 | 0.015
33 33 57 2 33 3 33 7
TS3. | 5 0.09 | 0.05 | 0.09 | 0.053 | 0.27 | 0.160 | 0.27 | 0.160 | 0.27 | 0.160
34 09 36 09 6 27 8 27 8 27 8
TS3. | 2 0.25 | 0.05 | 0.08 | 0.019 | 0.25 | 0.059 | 0.25 | 0.059 | 0.16 | 0.039
35 90 33 7 0 0 67 3
TS3. |1 0.1 0.01 | 0.1 0.011 | 0.3 0.035 | 0.2 0.023 | 0.3 0.035
36 18 8 4 6 4
TS4 0.09
TS4. | 3 | 01 025 [ 0.06 | 0 0 0.25 | 0.067 | 0.25 | 0.067 | 0.25 | 0.067
1 76 6 6 6
TS4. | 5 0.2 0.09 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090
2 01 1 1 1 1
TS4. | 2 0 0.00 | O 0 0 0 0 0 1 0.180
3 00 2
TS4. | 1 0.23 | 0.02 | 0.15 | 0.013 | 0.23 | 0.020 | 0.23 | 0.020 | 0.15 | 0.013
4 08 08 38 9 08 8 08 8 38 9
TS4. | 5 0.21 | 0.09 | 0.21 | 0.096 | 0.21 | 0.096 | 0.21 | 0.096 | 0.14 | 0.064
5 43 65 43 5 43 5 43 5 29 4
TS4. | 5 0.2 0.09 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090
6 01 1 1 1 1
TS4. | 5 0.2 0.09 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090 | 0.2 0.090
7 01 1 1 1 1
TS4. | 2 0.2 0.03 | 0.2 0.036 | 0.2 0.036 | 0.2 0.036 | 0.2 0.036
8 60 0 0 0 0
TS4. | 2 0.14 | 0.02 | 0.14 | 0.025 | 0.14 | 0.025 | 0.28 | 0.051 | 0.28 | 0.051
9 29 57 29 7 29 7 57 5 57 5
TS4. | 1 0 0.00 | O 0 0.37 | 0.033 | 0.25 | 0.022 | 0.37 | 0.033
10 00 50 8 5 5 8
TS4. |1 0 0.00 | 0.46 | 0.041 | 0.23 | 0.020 | O 0 0.30 | 0.027
11 00 15 6 08 8 77 7
TS4. | 1 0 0.00 | O 0 1 0.090 | 0 0 0 0
12 00 1
TS4. | 2 0.18 | 0.03 | 0.09 | 0.016 | 0.27 | 0.049 | 0.18 | 0.032 | 0.27 | 0.049
13 18 28 09 4 27 1 18 8 27 1
TS4. | 5 0.23 | 0.10 | 0.07 | 0.034 | 0.23 | 0.104 | 0.23 | 0.104 | 0.23 | 0.104
14 08 40 69 7 08 0 08 0 08 0
TS4. | 1 0.11 | 001 | O 0 0.17 | 0.015 | 0.35 | 0.031 | 0.35 | 0.031
15 76 06 65 9 29 8 29 8
TS4. | 5 0.23 | 0.10 | 0.07 | 0.034 | 0.23 | 0.104 | 0.23 | 0.104 | 0.23 | 0.104
16 08 40 69 7 08 0 08 0 08 0
TS4. | 5 0.21 | 0.09 | 0.14 | 0.064 | 0.21 | 0.096 | 0.21 | 0.096 | 0.21 | 0.096
17 43 65 29 4 43 5 43 5 43 5
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RM 1 RM III RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| S| Eg| B Eg| B | Eg| B2 | E2|  B2|E2 B
‘= T L8 8R| L8| SR| 8| oR"| L8| eF| L8| e=®/| L8
Q Sl 2Rl zp| BR| Zzr| B Z>| 2& Zr| 2@ | zr| B&
TS4. | 8 0.2 0.14 | 0.2 0.144 | 0.2 0.144 | 0.2 0.144 | 0.2 0.144
18 42 2 2 2 2
TS4. | 8 0.2 0.14 | 0.2 0.144 | 0.2 0.144 | 0.2 0.144 | 0.2 0.144
19 42 2 2 2 2
TS4. | 2 025 | 0.04 | O 0 0.25 | 0.045 | 0.25 | 0.045 | 0.25 | 0.045
20 51 1 1 1
TS4. | 2 0.08 | 0.01 | 0.24 | 0.043 | 0.24 | 0.043 | 0.2 0.036 | 0.24 | 0.043
21 44 2 2 0 2
TS5 0.20
TS5. |2 | 82 0.23 | 0.09 | 0.23 | 0.096 | 0.07 | 0.032 | 0.23 | 0.096 | 0.23 | 0.096
1 08 61 08 1 69 0 08 1 08 1
TS5, | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
2 33 3 3 3 3
TS5. | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
3 33 3 3 3 3
TS5. | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
4 33 3 3 3 3
TSS5. | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
5 33 3 3 3 3
TS5, | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
6 33 3 3 3 3
TS5, | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
7 33 3 3 3 3
TS5, | 2 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
8 33 3 3 3 3
TS5. |2 | 020 | 0.2 0.08 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083 | 0.2 0.083
9 82 33 3 3 3 3
TS5, | 2 0.14 | 0.05 | 0.21 | 0.089 | 0.21 | 0.089 | 0.21 | 0.089 | 0.21 | 0.089
10 29 95 43 2 43 2 43 2 43 2
TSS5. | 2 0.3 0.12 | 0 0 0.2 0.083 | 0.2 0.083 | 0.3 0.124
11 49 3 3 9
TS5. | 5 0.2 0.20 | 0.2 0.208 | 0.2 0.208 | 0.2 0.208 | 0.2 0.208
12 82 2 2 2 2
TS5, | 2 0.07 | 0.03 | 0.23 | 0.096 | 0.23 | 0.096 | 0.23 | 0.096 | 0.23 | 0.096
13 69 20 08 1 08 1 08 1 08 1
TS5, | 2 0.15 | 0.06 | 0.15 | 0.064 | 0.23 | 0.096 | 046 | 0.192 | O 0
14 38 41 38 1 08 1 15 2
TS5. | 2 035 | 0.14 | 0.11 | 0.049 | 0.17 | 0.073 | 0.35 | 0.147 | O 0
15 29 70 76 0 65 5 29 0
TS6 0.37
TS6. | 2 | 32 0.14 | 0.10 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159
1 29 66 43 9 43 9 43 9 43 9
TS6. | 2 0.2 0.14 | 0.2 0.149 | 0.2 0.149 | 0.2 0.149 | 0.2 0.149
2 93 3 3 3 3
TS6. | 2 0.16 | 0.11 | 0.24 | 0.179 | 0.2 0.149 | 0.24 | 0.179 | 0.16 | 0.119
3 94 1 28 1 4
TS6. | 1 0 0.00 | 0.33 | 0.124 | 0.33 | 0.124 | 0.11 | 0.041 | 0.22 | 0.082
4 00 33 4 33 4 11 5 22 9
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RM I RM III RM IV RM V RM VII
= = = = = =
LN TR
2 T @S| ES| 22| ES| @2 | EZ| 22| ES| 2| ES| 22
‘= T L8| 8R| L8| eR| 28| eR| Q| R 23S | 5=F| 28
Q S|l 2R|lzr| BR|l Zzr| B Z>| 2& Z>| 2& Z>| 2&
TS6. | 3 025 [ 027 |0 0 025 | 0.279 | 0.25 | 0.279 | 0.25 | 0.279
5 99 9 9 9
TS6. | 2 022 [ 0.16 | 0 0 033 | 0.248 | 0.22 | 0.165 | 0.22 | 0.165
6 22 59 33 8 22 9 22 9
TS6. | 2 023 | 0.17 | 0.15 | 0.114 | 0.15 | 0.114 | 0.23 | 0.172 | 0.23 | 0.172
7 08 22 38 8 38 8 08 2 08 2
TS6. | 2 0.1 0.07 | 0.1 0.074 | 0.2 0.149 | 0.3 0.223 | 0.3 0.223
8 46 6 3 9 9
TS6. | 2 0.09 | 0.06 | 036 | 0.271 | 0.18 | 0.135 | 0.18 | 0.135 | 0.18 | 0.135
9 09 79 36 4 18 7 18 7 18 7
TS6. | 1 0 0.00 | 0.2 0.074 | 0.4 0.149 | 0.2 0.074 | 0.2 0.074
10 00 6 3 6 6
TS6. | 1 0.2 0.07 | 0.2 0.074 | 0.2 0.074 | 0.2 0.074 | 0.2 0.074
11 46 6 6 6 6
TS6. | 3 0.2 022 | 0.2 0.223 | 0.2 0.223 | 0.2 0.223 | 0.2 0.223
12 39 9 9 9 9
TS6. | 3 021 {023 | 0.21 | 0.239 | 0.21 | 0.239 | 0.21 | 0.239 | 0.14 | 0.159
13 43 99 43 9 43 9 43 9 29 9
TS6. | 1 025 [0.09 |0 0 0.25 | 0.093 | 0.25 | 0.093 | 0.25 | 0.093
14 33 3 3 3
TS6. | 2 0.2 0.14 | 0.2 0.149 | 0.2 0.149 | 0.2 0.149 | 0.2 0.149
15 93 3 28 3 3
TS6. | 2 0.14 | 0.10 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159
16 29 66 43 9 43 9 43 9 43 9
TS6. | 2 0 000 [ O 0 0.5 0373 | 0.5 0373 | 0 0
17 00 2 2
TS6. | 2 0 000 [ O 0 028 | 0.213 | 042 | 0.319 | 0.28 | 0.213
18 00 57 3 86 9 57 3
TS6. | 2 0.11 [ 0.08 | O 0 0.33 | 0.248 | 0.33 | 0.248 | 0.22 | 0.165
19 11 29 33 8 33 8 22 9
TS6. | 8 008 [ 024 | 025 | 0.746 | 0.25 | 0.746 | 0.25 | 0.746 | 0.16 | 0.497
20 33 88 4 4 4 67 6
TS6. | 2 0.08 | 0.06 | 0.16 | 0.124 | 0.25 | 0.186 | 0.25 | 0.186 | 0.25 | 0.186
21 33 22 67 4 6 6 6
TS6. | 2 027 [ 020 |0 0 0.27 | 0.203 | 0.18 | 0.135 | 0.27 | 0.203
22 27 36 27 6 18 7 27 6
TS6. | 2 03 022 |0 0 03 0.223 | 0.3 0.223 | 0.1 0.074
23 39 92 9 6
TS6. | 2 0.21 | 0.15 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159 | 0.14 | 0.106
24 43 99 43 9 43 9 43 9 29 6
TS6. | 1 027 [ 0.10 | O 0 0.27 | 0.101 | 0.18 | 0.067 | 0.27 | 0.101
25 27 18 27 8 18 9 27 8
TS6. | 1 027 [ 0.10 | O 0 0.27 | 0.101 | 0.18 | 0.067 | 0.27 | 0.101
26 27 18 27 8 18 9 27 8
TS6. | 5 0 0.00 | 0.27 | 0.508 | 0.27 | 0.508 | 0.27 | 0.508 | 0.18 | 0.339
27 00 27 9 27 9 27 9 18 3
TS6. | 2 0.07 [ 0.05 | 023 | 0.172 | 0.23 | 0.172 | 0.23 | 0.172 | 0.23 | 0.172
28 69 74 08 2 08 2 08 2 08 2
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RM 1 RM III RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| S| Eg| B Eg| B | Eg| B2 | E2|  B2|E2 B
‘= T L8 8R| L8| SR| 8| oR"| L8| eF| L8| e=®/| L8
Q Sl 2Rl zp| BR| Zzr| B Z>| 2& Zr| 2@ | zr| B&
TS6. | 1 0.11 | 0.04 | 033 | 0.124 | 0.11 | 0.041 | 0.33 | 0.124 | 0.11 | 0.041
29 11 15 33 4 11 5 33 4 11 5
TS6. | 2 0.14 | 0.10 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159 | 0.21 | 0.159
30 29 66 43 9 43 9 43 9 43 9
TS6. | 2 0.08 | 0.06 | 0.25 | 0.186 | 0.25 | 0.186 | 0.16 | 0.124 | 0.25 | 0.186
31 33 22 6 6 67 4 6
TS6. | 1 0.07 | 0.02 | 0.23 | 0.086 | 0.23 | 0.086 | 0.23 | 0.086 | 0.23 | 0.086
32 69 87 08 1 08 1 08 1 08 1
TS6. | 2 0.14 | 0.10 | 042 | 0.319 | 0.14 | 0.106 | 0.14 | 0.106 | 0.14 | 0.106
33 29 66 86 9 29 6 29 6 29 6
TS6. | 1 033 | 012 | O 0 033 [ 0.124 | 0 0 0.33 | 0.124
34 33 44 33 4 33 4
TS6. | 2 0.1 0.07 | O 0 0.3 0.223 | 0.3 0.223 | 0.3 0.223
35 46 92 9 9
TS6. | 1 0.11 | 0.04 | O 0 0.22 | 0.082 | 0.33 | 0.124 | 0.33 | 0.124
36 11 15 22 9 33 4 33 4
TS6. | 1 0 0.00 | 0.25 | 0.093 | 0.25 | 0.093 | 0.25 | 0.093 | 0.25 | 0.093
37 00 3 3 3 3
TS6. | 1 0.08 | 0.03 | 0.25 | 0.093 | 0.25 | 0.093 | 0.16 | 0.062 | 0.25 | 0.093
38 33 11 3 3 67 2 3
TS7 0.05
TS7. |5 | 96 0.21 | 0.06 | 0.21 | 0.063 | 0.21 | 0.063 | 0.21 | 0.063 | 0.14 | 0.042
1 43 39 43 9 43 9 43 9 29 6
TS7. | 3 0.16 | 0.02 | O 0 0.5 0.089 | 0.16 | 0.029 | 0.16 | 0.029
2 67 98 4 67 8 67 8
TS7. | 8 0.23 | 0.11 | 0.23 | 0.110 | 0.23 | 0.110 | 0.23 | 0.110 | 0.07 | 0.036
3 08 00 08 0 08 0 08 0 69 7
TS7. | 2 0.2 0.02 | 0.2 0.023 | 0.2 0.023 | 0.2 0.023 | 0.2 0.023
4 38 8 8 8 8
TS7. | 5 0.11 | 0.03 | 0.22 | 0.066 | 0.22 | 0.066 | 0.22 | 0.066 | 0.22 | 0.066
5 11 31 22 2 22 2 22 2 22 2
TS7. | 2 0.2 002 |0 0 0.4 0.047 | 0.4 0.047 | O 0
6 38 7 7
TS7. | 2 0.14 | 0.01 | 0.21 | 0.025 | 0.21 | 0.025 | 0.21 | 0.025 | 0.21 | 0.025
7 29 70 43 5 43 5 43 5 43 5
TS7. | 2 0.2 0.02 | 0.2 0.023 | 0.2 0.023 | 0.2 0.023 | 0.2 0.023
8 38 8 8 8 8
TS7. | 1 0.23 | 0.01 | 0.23 | 0.013 | 0.15 | 0.009 | 0.15 | 0.009 | 0.23 | 0.013
9 08 38 08 8 38 2 38 2 08 8
TS7. | 1 0.05 | 0.2 0.01 | 0.2 0.011 | 0.2 0.011 | 0.2 0.011 | 0.2 0.011
10 96 19 9 9 9 9
TS7. | 2 0.21 | 0.02 | 0.21 | 0.025 | 0.21 | 0.025 | 0.21 | 0.025 | 0.14 | 0.017
11 43 55 43 5 43 5 43 5 29 0
TS7. | 2 0.1 0.01 [ 03 0.035 | 0.3 0.035 | 0.1 0.011 | 0.2 0.023
12 19 8 8 9 8
TS7. | 1 0.09 | 0.00 | 0.18 | 0.010 | 0.27 | 0.016 | 0.18 | 0.010 | 0.27 | 0.016
13 09 54 18 8 27 3 18 8 27 3
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RM 1 RM 111 RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| 28| Eg| Be| Eg| S| Ee| S| Eg| B2 | E2l By
‘= T L8| 8R| L8| eR| 28| eR| Q| R 23S | 5=F| 28
Q S|l 2R|lzr| BR|l Zzr| B Zr| 2R | zr| 2R Z>| 2&
TS7. | 1 022 | 001 | O 0 0.33 | 0.019 | 0.11 | 0.006 | 0.33 | 0.019
14 22 32 33 9 11 6 33 9
TS7. | 1 0 0.00 | 0.6 0.035 | 0 0 0 0 0.4 0.023
15 00 8 8
TS7. | 1 0.21 | 0.01 | 0.21 | 0.012 | 0.21 | 0.012 | 0.21 | 0.012 | 0.14 | 0.008
16 43 28 43 8 43 8 43 8 29 5
TS7. | 5 0.04 | 0.01 | 0.26 | 0.077 | 0.26 | 0.077 | 0.17 | 0.051 | 0.26 | 0.077
17 35 30 09 7 09 7 39 8 09 7
TS7. | 2 0.05 | 0.00 | 0.23 | 0.028 | 0.35 | 0.042 | 0.11 | 0.014 | 0.23 | 0.028
18 88 70 53 0 29 1 76 0 53 0
TS7. | 1 0.05 | 0.00 | O 0 0.31 | 0.018 | 0.31 | 0.018 | 0.31 | 0.018
19 26 31 58 8 58 8 58 8
TS7. | 5 0.21 | 0.06 | 0.21 | 0.063 | 0.14 | 0.042 | 0.21 | 0.063 | 0.21 | 0.063
20 43 39 43 9 29 6 43 9 43 9
TS7. | 2 0.07 | 0.00 | 0.23 | 0.027 | 0.23 | 0.027 | 0.23 | 0.027 | 0.23 | 0.027
21 69 92 08 5 08 5 08 5 08 5
TS7. | 8 0.2 0.09 | 0.2 0.095 | 0.2 0.095 | 0.2 0.095 | 0.2 0.095
22 54 4 4 4 4
TS7. | 2 0.09 | 0.01 | 0.27 | 0.032 | 0.27 | 0.032 | 0.27 | 0.032 | 0.09 | 0.010
23 09 08 27 5 27 5 27 5 09 8
TS7. | 1 0.14 | 0.00 | 042 | 0.025 | 0.28 | 0.017 | 0.14 | 0.008 | O 0
24 29 85 86 5 57 0 29 5
TS7. | 2 0.07 | 0.00 | 0.23 | 0.027 | 0.23 | 0.027 | 0.23 | 0.027 | 0.23 | 0.027
25 69 92 08 5 08 5 08 5 08 5
TS8 0.08
TS8. | 2 18 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
1 27 7 7 7 7
TS8. | 2 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
2 27 7 7 7 7
TS8. | 2 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
3 27 7 7 7 7
TS8. | 8 0.14 | 0.09 | 0.21 | 0.140 | 0.21 | 0.140 | 0.21 | 0.140 | 0.21 | 0.140
4 29 35 43 2 43 2 43 2 43 2
TS8. | 8 0.2 0.13 | 0.2 0.130 | 0.2 0.130 | 0.2 0.130 | 0.2 0.130
5 09 9 9 9 9
TS8. | 2 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
6 27 7 7 7 7
TS8. |1 0.2 0.01 | 0.2 0.016 | 0.2 0.016 | 0.2 0.016 | 0.2 0.016
7 64 4 4 4 4
TS8. | 5 0.2 0.08 | 0.2 0.081 | 0.2 0.081 | 0.2 0.081 | 0.2 0.081
8 18 8 8 8 8
TS8. | 2 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
9 27 7 7 7 7
TS8. | 8 0.2 0.13 | 0.2 0.130 | 0.2 0.130 | 0.2 0.130 | 0.2 0.130
10 09 9 9 9 9
TS8. | 2 0.2 0.03 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032 | 0.2 0.032
11 27 7 7 7 7
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RM 1 RM III RM 1V RM V RM VII
8 Z E ] E ] E ] E < E < E
S |E| S| Eg| B Eg| B | Eg| B2 | E2|  B2|E2 B
‘= T L8 8R| L8| SR| 8| oR"| L8| eF| L8| e=®/| L8
Q Sl 2Rl zp| BR| Zzr| B Z>| 2& Zr| 2@ | zr| B&
TS8. | 1 0.25 | 0.02 | 0.16 | 0.013 | 0.08 | 0.006 | 0.25 | 0.020 | 0.25 | 0.020
12 05 67 6 33 8 5 5
TS8. | 2 0.11 | 0.01 | 0.22 | 0.036 | 0.22 | 0.036 | 0.22 | 0.036 | 0.22 | 0.036
13 11 82 22 4 22 4 22 4 22 4
TS8. | 1 0 0.00 | 0.25 | 0.020 | 0.25 | 0.020 | 0.25 | 0.020 | 0.25 | 0.020
14 00 5 5 5 5
TS8. | 2 0.2 0.03 | 03 0.049 | 0.3 0.049 | 0.2 0.032 | 0 0
15 27 1 1 7
TS8. | 2 0.14 | 0.02 | O 0 042 | 0.070 | 042 | 0.070 | O 0
16 29 34 86 1 86 1
TS8. | 2 0.28 | 0.04 | 042 | 0.070 | 0.28 | 0.046 | O 0 0 0
17 57 67 86 1 57 7
TS8. | 2 0.25 | 0.04 | 0.25 | 0.040 | 0.25 | 0.040 | 0.25 | 0.040 | O 0
18 09 9 00 9 9
TS8. | 2 0.18 | 0.02 | 0.27 | 0.044 | 0.27 | 0.044 | 0.27 | 0.044 | O 0
19 18 97 27 6 27 6 27 6
TS8. | 2 0.14 | 0.02 | 0.28 | 0.046 | 0.28 | 0.046 | 0.28 | 0.046 | O 0
20 29 34 57 7 57 7 57 7
TS8. | 1 0 0.00 | 0.37 | 0.030 | 0.25 | 0.020 | 0.37 | 0.030 | O 0
21 00 5 7 5 5 7
TS8. | 1 0.5 0.04 | 0.33 | 0.027 | 0.16 | 0.013 | O 0 0 0
22 09 33 3 67 6
TS8. | 1 0 0.00 | 0.25 | 0.020 | O 0 0.75 | 0.061 | O 0
23 00 45 35
TS9 0.01
TS9. | 5 55 0.2 0.01 | 0.2 0.015 | 0.2 0.015 | 0.2 0.015 | 0.2 0.015
1 55 5 5 5 5
TS9. | 2 0.23 | 0.00 | 0.23 | 0.007 | 0.23 | 0.007 | 0.07 | 0.002 | 0.23 | 0.007
2 08 72 08 2 08 2 69 4 08 2
TS9. | 1 0.5 0.00 | O 0 0 0 0.5 0.007 | 0 0
3 78 8
TS9. | 2 0.2 0.00 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006
4 62 2 2 2 2
TS9. | 2 0.2 0.00 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006
5 62 2 2 2 2
TS9. | 1 0.2 0.00 | 0.2 0.003 | 0.2 0.003 | 0.2 0.003 | 0.2 0.003
6 31 1 1 1 1
TS9. | 2 0.2 0.00 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006 | 0.2 0.006
7 62 2 2 2 2
TS9. | 1 0.25 | 0.00 | 0.25 | 0.003 | O 0 0.25 | 0.003 | 0.25 | 0.003
8 39 9 9 9
TS9. | 1 0.25 | 0.00 | 0.25 | 0.003 | O 0 0.25 | 0.003 | 0.25 | 0.003
9 39 9 9 9
TS9. | 1 0.2 0.00 | 0.2 0.003 | 0.2 0.003 | 0.2 0.003 | 0.2 0.003
10 31 1 1 1 1
TS9. | 2 0.18 | 0.00 | 0.18 | 0.005 | 0.18 | 0.005 | 0.27 | 0.008 | 0.18 | 0.005
11 18 56 18 6 18 6 27 5 18 6
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Appendix E.

Sensitivity index calculations for sensitivity analysis

Table E.3. Sensitivity index calculations for sensitivity analysis

Sensitivity Variable +20%
Criteria Ax AI;M_IV S index erx_v Ay S index
TS12 02 | 0.0300 0.1498 0 0 0
TS13 02 | 0.0068 0.0341 04 | 00124 0.0309
TS1.4 02 | 00131 0.0656 04 | 0.0237 0.0592
TS1.6 02 | 0.0066 0.0328 04 | 0.0118 0.0296
TS18 02 |0.0029 0.0144 0.6 | 0.0076 0.0126
TS1.9 0.6 | 0.0212 0.0353 04 | 00112 0.0280
TS121 0.6 | 0.0092 0.0153 04 | 0.0047 0.0116
TS1.25 0.6 | 00184 0.0306 04 | 0.0093 0.0233
TS1.27 0.6 | 0.0083 0.0138 04 | 0.0040 0.0101
TS1.28 02 | 00054 0.0271 04 | 0.0095 0.0239
TS1.29 04 | 0.0065 0.0163 0.6 | 0.0084 0.0140
TS1.30 03 | 00116 0.0388 02 | 0.0063 0.0315
TS131 03 | 00106 0.0353 02 | 0.0056 0.0280
TS2.1 03 | 0.0051 0.0171 0.6 | 0.0087 0.0146
TS2.2 03 | 0.0022 0.0073 0.6 | 0.0036 0.0060
TS3.4 04 | 0.0365 0.0913 05 | 00354 0.0709
TS3.8 02 | 0.0938 0.4688 0.6 | 02515 0.4192
TS3.9 0.6 | 02315 0.3859 04 | 01132 0.2830
TS3.10 02 | 0.0938 0.4688 0.6 | 0.2515 0.4192
TS3.13 02 | 0.0590 0.2948 0 0.0000 0.0000
TS3.15 02 | 0.0261 0.1303 0.6 | 0.0707 0.1179
TS3.16 0.6 | 0.0402 0.0670 04 | 0.0165 0.0413
TS3.18 04 | 0.1415 03537 0 0.0000 0.0000
TS3.20 0.6 | 0.0742 0.1237 04 | 0.0392 0.0979
TS3.22 03 | 02001 0.6669 02 | 0.0922 0.4611
TS3.23 02 | 0.0393 0.1965 0 0.0000 #DIV/0!
TS3.27 0.6 | 0.0243 0.0405 02 |0.0039 0.0197
TS3.32 0.6 | 00276 0.0459 04 | 0.0081 0.0202
TS3.33 0.6 | 0.0106 0.0176 05 | 0.0036 0.0071
TS3.36 0.6 | 0.0289 0.0482 04 | 00141 0.0354
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Sensitivity Variable +20%

Criteria RM_IV RM_V
Ax Ay S index Ax Ay S index

TS4.9 0.2 0.0257 0.1287 0.4 0.0446 0.1116
TS4.10 0.6 0.0154 0.0256 0.4 0.0063 0.0158
TS4.11 0.3 0.0693 0.2310 0 0.0000 0.0000
TS4.12 0.2 0.0000 0.0000 0 0.0000 0.0000
TS4.13 0.6 0.0491 0.0819 0.4 0.0249 0.0623
TS4.15 0.3 0.0098 0.0328 0.6 0.0163 0.0271
TS4.21 0.6 0.0450 0.0750 0.5 0.0295 0.0590
TS5.1 0.2 0.0556 0.2782 0.6 0.1537 0.2562
TS5.14 0.3 0.0229 0.0763 0.6 0.0299 0.0498
TS5.15 0.3 0.0455 0.1516 0.6 0.0751 0.1252
TS6.3 0.5 0.1493 0.2986 0.6 0.1466 0.2443
TS6.4 0.6 0.1390 0.2317 0.2 0.0332 0.1659
TS6.6 0.3 0.1583 0.5278 0.2 0.0730 0.3649
TS6.7 0.4 0.1448 0.3620 0.6 0.1860 0.3100
TS6.8 0.4 0.1103 0.2758 0.6 0.1344 0.2239
TS6.10 0.4 0.0804 0.2010 0.2 0.0249 0.1244
TS6.18 0.4 0.0464 0.1159 0.6 0.0384 0.0640
TS6.22 0.6 0.2036 0.3393 0.4 0.1031 0.2578
TS6.25 0.6 0.1018 0.1696 0.4 0.0516 0.1289
TS6.26 0.6 0.1018 0.1696 0.4 0.0516 0.1289
TS6.29 0.2 0.0371 0.1855 0.6 0.0995 0.1659
TS6.31 0.6 0.2205 0.3675 0.4 0.1144 0.2861
TS6.34 0.2 0.2488 1.2440 0 0.0000 0.0000
TS6.36 0.4 0.0469 0.1172 0.6 0.0547 0.0912
TS6.38 0.6 0.1103 0.1838 0.4 0.0572 0.1431
TS7.2 0.6 0.0368 0.0614 0.2 0.0060 0.0298
TS7.12 0.6 0.0484 0.0806 0.2 0.0119 0.0596
TS7.13 0.6 0.0163 0.0271 0.4 0.0082 0.0206
TS7.14 0.6 0.0222 0.0370 0.2 0.0053 0.0265
TS7.17 0.6 0.0848 0.1413 0.4 0.0435 0.1088
TS7.18 0.6 0.0421 0.0701 0.2 0.0098 0.0491
TS7.20 0.4 0.0611 0.1527 0.6 0.0792 0.1320
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Sensitivity Variable +20%

Criteria RM_IV RM_V
Ax Ay S index Ax Ay S index

TS7.24 0.4 0.0196 0.0491 0.2 0.0074 0.0369
TS8.12 0.2 0.0104 0.0520 0.6 0.0286 0.0477
TS8.15 0.6 0.0402 0.0669 0.4 0.0196 0.0491
TS8.17 0.4 0.1169 0.2921 0 0.0000 0.0000
TS8.21 0.4 0.0080 0.0200 0.6 0.0086 0.0143
TS8.22 0.2 0.0682 0.3408 0 0.0000 0.0000
TS8.23 0 0.0000 0.0000 0.6 0.0041 0.0068
TS9.2 0.6 0.0147 0.0245 0.2 0.0038 0.0191
TS9.3 0 0.0000 0.0000 0.6 0.0047 0.0078
TS9.8 0 0.0000 0.0000 0.6 0.0085 0.0142
TS9.9 0 0.0000 0.0000 0.6 0.0085 0.0142
TS9.11 0.4 0.0051 0.0129 0.6 0.0064 0.0107
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