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Preface

DAMSS-2022 is the 13th International Conference on Data Analysis Meth-
ods for Software Systems, held in Druskininkai, Lithuania. Every year at 
the same place and time. The exception was in 2020, when the world 
was gripped by the Covid-19 pandemic and the movement of people 
was severely restricted. After a year’s break, the conference is back on 
track. 2021 conference was successful, and the main objective of lively 
scientific communication was again achieved. The conference focuses 
on live interaction among participants, but there is also some scope for 
a limited number of virtual presentations. For better efficiency of com-
munication among participants, most of the presentations are poster 
presentations. This format is really effective. 

The history of the conference goes back to 2009, when 16 papers 
were delivered. It started as a workshop and has now grown into a well-
known conference. The idea of such workshop was conceived at the 
Institute of Mathematics and Informatics, which is now the Institute of 
Data Science and Digital Technologies of Vilnius University. The Lithu-
anian Academy of Sciences and the Lithuanian Computer Society sup-
ported this idea. This idea has been welcomed by the Lithuanian sci-
entific community and abroad. The number of this year’s presentations 
is 81. The number of registered participants is 121 from 10 countries. 
This is significantly more than in 2021. The conference brings together 
researchers from six Lithuanian universities. This makes the conference 
the main annual meeting point for Lithuanian computer scientists. The 
main goal of the conference is to introduce the research undertaken at 
Lithuanian and foreign universities in the fields of data science and soft-
ware engineering. The annual organization of the conference allows the 
fast interchanging of new ideas among the scientific community. Seven 
IT companies supported the conference this year. This means that the 
topics of the conference are actual for business, too. 

Topics of the conference cover Artificial Intelligence, Big Data, Bioin-
formatics, Blockchain Technologies, Business Rules Software Engineer-
ing, Data Science, Deep Learning, Digital Technologies, High-Perfor-
mance Computing, Machine Learning, Medical Informatics, Modelling 
Educational Data, Ontological Engineering, Optimization in Data Science, 
Signal Processing, Visualization Methods for Multidimensional Data. This 
book gives an overview of all presentations of DAMSS-2022 conference.
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Lithuanian Speech in Humanoid Robots

Linas Aidokas, Gintautas Tamulevičius

Institute of Data Science and Digital Technologies
Vilnius University

linas.aidokas@mif.vu.lt

Speech-based technologies are becoming more feasible in portable de-
vices, such as smartphones, smart speakers, and social robots. Given the 
importance of communicating in everyday situations, there is a big re-
search interest in the human-robot interaction field or HRI in short. HRI 
focuses on speech-driven systems used for communicating and interact-
ing between humans and robots. Currently, the successful applications 
of social robots in business do not use speech. In mission-critical tasks, 
almost everything is usually done through touch screens.

There are multiple challenges with social robots when the Lithuanian 
language is being considered. Lithuanian language has a small number 
of speakers compared to most popular languages, and it presents dif-
ficult challenges when Lithuanian speech-driven systems have to be de-
veloped. Spoken language interactions are very poor, and user expec-
tations are usually very high. In HRI communication, typical users are 
generally not cooperative. When users want to exchange information 
with a robot, it has to be instant and real-time. Most robot users are 
usually children or old people who do not understand data exchange 
protocols, and they do not follow a strict interaction scenario. When peo-
ple are talking without a microphone, and colloquial language is used, it 
becomes more challenging to identify keywords or phrases. Often there 
are problems related to «false start», unclear endings or continuation 
of dialogue or sentence. The current word recognition accuracy is not 
enough - it should be close to 100%, and the context of what is being 
talked about in the interaction is also important.

Because of all the drawbacks of the current HRI, current dialogue 
systems for human-robot interactions must be designed with poor lan-
guage recognition quality in mind. This also presents new possibilities 
for improving current HRI systems through research.
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Target Class Classification  
Recursion Preliminaries

Levon Aslanyan1, Karen Gishyan2, Hasmik Sahakyan1

1 Institute for Informatics and Automation Problems of the National 
Academy of Sciences, Armenia

2 International Scientific Educational Center of the National Academy  
of Sciences, Armenia

lasl@sci.am

In Machine Learning, the Supervised Classification scenario supposes a 
number of geometrically “compact” sets of elements (clusters) given by 
the sets of class representatives (elements of the so-called learning set), 
asking for universal procedures that may correctly classify new objects 
into the classes. After the learning / training stage, recognition / classifi-
cation of the trial object is, in general, a static, one-step process. In our 
application, which is fundamentally different from the traditional learn-
ing model, one of the classes is marked, especially, and the aim is in 
learning, allocating all objects by a step-by-step procedure to this special 
class. In an individual step of the recursion, when the temporal class of 
the object is determined, a predetermined class action is applied that 
transfers this object to the same or to some other class. The chain of 
such transformations has to converge to the marked special class. The 
reinforcement Learning concept is quite close to this scenario. It acts 
over the set of classes / sites, and these classes, with their elements, 
compose an environment. The agent (algorithm, recognizer) learns how 
to effectively transfer among these classes in a way to optimize the tar-
get function about the final allocation to the special / target class. In this 
model, we deal with a dynamic, not one-step, classification task. This 
paper considers a novel / specific classification problem that does not 
fit into either of the well-known basic learning scenarios – supervised, 
unsupervised, or reinforcement. For the outlined special class, we equiv-
alently use the names “normal” and “target”. The novelty is in recurrent 
classifications over the set of objects, in a coincidence of classes and 
class actions, and in the convergence of classifications to the target class 
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during the minimal possible steps. Model, algorithm, and evaluation of 
this target class problem is our objective. We differentiate the white-box 
and black-box cases. The last one is closer to the model of inverse rein-
forcement learning and especially to the apprenticeship learning con-
cept. Planning the logic-combinatorial analysis of the inverse target class 
models, currently, we stay at the Markov chain interpretation.
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Application of Merkelized Abstract  
Syntax Trees to the Internet of Things 
Location-Based Cybersecurity  
Solutions  

Kazimieras Bagdonas, Algimantas Venčkauskas

Kaunas University of Technology

kazimieras.bagdonas@ktu.lt

In this paper, we present a novel method for geolocation data integra-
tion into a multimodal Internet of Things (IoT) security solution using 
Merkelized Abstract Syntax Trees (MAST). The proposed method has 
been developed for the IoT devices operating in the IoT Fog, communi-
cating with the Edge devices. The proposed method allows the exploita-
tion of the IoT Networks Node’s (NN) localization solution for data source 
authentication and data validation. 

Localization solutions can be obtained via external systems (e.g. 
GNSS) or can be derived from IoT localization techniques. The least sig-
nificant bits of the localization solution are masked to provide the de-
sired geographical Zone of Validity (ZoV). The amount of masked bits 
defines the size of the ZoV. No other information except the number of 
masked bits needs to be communicated from the Edge node to the NN. 

In cases where improved security is required, additional parameters, 
such as IDs and location data of neighboring IoT NNs, can be incorporated 
into the extended MAST structure to enhance security. This information 
must be present in the Edge nodes in order to validate the signature so-
lution. A proposed novel approach to coordinate verification allows the 
transmission of hashed values without the need to reveal either the infor-
mation on the ZoV by the Edge node or the exact coordinates by the NN. 

The simulation of the algorithm is analyzed and discussed. The pro-
posed method is numerically investigated in regard to the uncertainties 
introduced by the expected compounded localization errors in IoT ad-
hoc networks. The impact on computational and bandwidth require-
ments is analyzed in relation to the desired level of security. The ob-
tained results provide insight into the possible envelope of application 
for the proposed method.
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Exploring PGAS-Based Gossiping 
Algorithms for Knödel Graphs

Vahag Bejanyan, Hrachya Astsatryan

Institute for Informatics and Automation Problems of  
the National Academy of Sciences of the Republic of Armenia

bejanyan.vahag@pm.me

Knödel graphs of even order n and degree 1⩽Δ⩽⌊log2(n)⌋, WΔ,n, are regu-
lar graphs that have an underlying topology that is time optimal for algo-
rithms gossiping among n nodes. Because of their distinctive properties, 
Knödel graphs act as a time-optimal topology for broadcasting and gos-
siping, thus arising in many settings, including social and communication 
networks or agent-based modelling simulations. Experimentation, often 
based on the extensive generation and analysis of complex networks, 
relies on high-performance computational resources to efficiently simu-
late the flow of information. The efficacy of such processing commonly 
depends on parallel processing and proper provisioning of distributed 
resources. The study aims to develop a complete approach devoted to 
the experimental research of Knödel graphs and to evaluate the mem-
ory usage pattern based on global memory address space abstraction. 
The sequential and parallel generation of synthetic datasets and simula-
tion of push-pull gossiping algorithms with detailed analysis of resource 
usage and runtime has been studied.
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Visualisation of 2D Fractal Structures 
Associated with the Riemann  
Zeta Function

Igoris Belovas, Martynas Sabaliauskas, Lukas Kuzma

Institute of Data Science and Digital Technologies
Vilnius University

martynas.sabaliauskas@mif.vu.lt

The Riemann Hypothesis is one of the seven Millennium Prize Prob-
lems - greatest unsolved problems in mathematics - selected by the Clay 
Mathematics Institute. Currently, the only problem to have been solved 
is the Poincaré conjecture mastered by Grigori Perelman in 2010. The 
Riemann zeta function is extremely important, playing a central role in 
analytic number theory. The properties of the function are essential in 
determining the distribution of primes. Prime numbers, in turn, have a 
broad spectrum of applications, ranging from quantum mechanics to 
information security. It is known that non-trivial zeros of the Riemann 
zeta function belong to the critical strip. The Riemann hypothesis as-
serts that all the non-trivial zeros of the Riemann zeta function lie on the 
critical line. We present the Fractal heuristic approach, which is based 
on applying Mandelbrot sets associated with the Riemann zeta function 
for visual investigation of its underlying nature. We aim to visualize the 
fractal geography of the Riemann zeta function using special non-linear 
transformations and propose an algorithm for the generation of the 
corresponding Mandelbrot sets. We seek to get the most precise fractal 
image based on the yellow-black-blue colour palette. We present visu-
alizations of Mandelbrot sets received by the Fractal heuristic approach. 
These complex plane fractal structures offer additional information on 
the properties of the Riemann zeta function, such as the arrangement of 
the non-trivial zeros.
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Autoencoder for Fraudulent Transactions 
Data Feature Engineering

Dalia Breskuvienė, Gintautas Dzemyda

Institute of Data Science and Digital Technologies
Vilnius University

dalia.breskuviene@mif.stud.vu.lt

Fraud is an illegal action by someone who wants to gain financial benefit 
from another person or institution. It has evident economic consequences 
on private enterprises, public services, and individuals’ financial situation. 
Fraudulent activity is constantly evolving - it has no persistent patterns. 
Machine learning is one of the ways to solve fraud detection problems. 
However, using machine learning algorithms for these issues requires 
careful data preparation, feature engineering, and feature encoding.

This paper aims to improve machine learning classification quality on 
fraudulent cases, focusing on enhancing Recall. It is a continuation and 
improvement of the approach suggested in the article “D. Breskuvienė, G. 
Dzemyda (2023). Imbalanced data classification approach based on clus-
tered training set. In: Dzemyda G., Bernatavičienė J., Kacprzyk J. (Eds.), Data 
Science in Applications. Studies in Computational Intelligence. Springer 
(accepted)”. 

We use a Synthetic database with the simulated United States cus-
tomers’  credit card transaction information for the experimental evalu-
ation. Many features of this data set are categorical (nominal), with no 
intrinsic ordering to the categories. In our research, we are especially 
interested in such features that obtain many different values (catego-
ries). We need to use encoders to convert them into a numerical format 
suitable for machine learning. The two most popular ways to encode 
categorical data are LabelEncoder, which assigns numeric values to the 
categorical values, and OneHotEncoder, which creates a binary column 
for each category. However, when dealing with fifty different values un-
der a categorical variable, LabelEncoder creates random weights for the 
categories. While OneHotEncoder brings inefficiency in the machine 
learning model performance by increasing dimensionality. To solve the 
abovementioned issue, we suggest empowering an artificial neural net-
work. Namely, use an autoencoder, which learns patterns of a dataset 
and learns to ignore the noise, to reduce dimensionality.
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Problems and Solutions of Autonomous 
Exploration of Unknown Indoor 
Environments for Micro Aerial Vehicles 
with Onboard Stereo Camera

Mantas Briliauskas

Institute of Data Science and Digital Technologies
Vilnius University

m.briliauskas@gmail.com

The popularity of using micro aerial vehicles (MAV) in autonomous ap-
plications has increased significantly over the years. The usage includes 
agriculture, search and rescue operations, object’s inspection, and en-
vironmental mapping. The main goal of autonomous exploration is to 
produce a map of a priori unknown environment by minimising explora-
tion time and map uncertainty. Different SLAM algorithms make a pas-
sive localisation and mapping by processing sensors’ information while 
MAV is operating, whereas the GPS signal is most likely denied or very 
inaccurate in indoor environments. Navigation algorithms are employed 
for path planning with a goal to move MAV to the required position as 
optimally as possible with respect to its model physics and controls and 
avoiding obstacles. Having mapping, localisation and navigation, the ex-
ploration algorithms are used to find the best next view candidate to 
navigate MAV to in order to maximise the information gain of the cur-
rently chosen action. In this survey, current state-of-the-art methods and 
the main problems of exploration algorithms for indoor environments 
are reviewed.
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Intrusion Detection Based on Keystroke 
Biometrics and Siamese Neural Networks

Arnoldas Budžys, Olga Kurasova, Viktor Medvedev

Institute of Data Science and Digital Technologies
Vilnius University

arnoldas.budzys@mif.stud.vu.lt

Cyber security is becoming one of the most important topics in today’s 
critical infrastructure to ensure a secure connection between the admin-
istrator and the session. In recent years, the development of intrusion 
detection systems to protect against insiders has been a relevant and 
complex challenge in critical infrastructures. If the system administra-
tor’s password is compromised or otherwise misappropriated, it could 
cause significant damage to the critical infrastructure. An insider threat 
is a harmful activity against an organisation by users with legitimate ac-
cess to the organisation’s infrastructure, software, or databases. These 
users may be current or former employees with access to the organisa-
tion’s data. A methodology for user authentication of critical infrastruc-
ture systems based on a deep learning network is proposed. Behaviour-
al biometric data or user behavioural characteristics are converted into 
an image and further used in the proposed methodology for authentica-
tion. The keystroke data obtained from the login password is converted 
into a format (image in our case) that is more acceptable to convolu-
tional neural networks. Siamese neural networks can be employed for 
image similarity detection to distinguish a legal user from an insider. In 
this study, similarity measures were defined to identify the user based 
on his biometric data converted into an image and composed of key-
board inputs. Experiments were carried out using public datasets. The 
results are promising, demonstrating that using a deep learning-based 
approach to analyse images obtained from user keystroke data can im-
prove intrusion detection accuracy and perform user authentication 
more efficiently.
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Training System for Elite Athletes

Eglė Butkevičiūtė, Liepa Bikulčienė,  
Tomas Blažauskas, Andrius Paulauskas

Kaunas University of Technology

egle.butkeviciute@ktu.lt

Smart coaching systems rely on decision-making and machine-learning 
methods and could be applied in various fields, including profession-
al sports. From practical experience, it is known that elite athletes can 
have deficiencies in certain cognitive factors that may influence their 
performance. The aim of this research is to create a training and test-
ing WebVR platform adjusted to professional athletes’ cognitive-mental 
abilities improvement. The designed system consists of two platforms: a 
testing environment that includes sensors, an oculus quest, two virtual 
reality glasses and a specialist client device; a training environment that 
is designed for daily use in front of a personal computer or tablet. Both 
platforms include three cognitive exercises: attention transfer task, an-
ticipation task, and concentration task. In the initial phase, all athletes 
perform all three tasks in the testing environment and get an individual-
ised training plan based on memory, concentration, reaction time, atten-
tion peculiarities, decision-making, focus, anticipation results and heart 
rate variability (HRV) results (obtained using Polar belt V10). The testing 
process is repeated in a month. The results have shown that, on average, 
participants made some improvement in all three tasks. For example, 
attention transfer abilities improved a few times, and for most partici-
pants, attention transfer results reached 100%. However, the analysis 
has shown that there was no significant difference in reaction time.
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On Multi-Criteria Decision-Making 
Methods in Finance Using Explainable 
Artificial Intelligence

Jurgita Černevičienė, Audrius Kabašinskas

Kaunas University of Technology

jurmark@ktu.lt

The influence of Artificial Intelligence is growing, as is the need to make 
it as explainable as possible. Explainability is one of the main obsta-
cles that AI faces today on the way to more practical implementation. 
In practice, companies need to use models that balance interpretability 
and accuracy to make more effective decisions, especially in the field 
of finance. The main advantages of the multi-criteria decision-making 
principle (MCDM) in financial decision-making are the ability to structure 
complex evaluation tasks that allow for well-founded financial decisions, 
the application of quantitative and qualitative criteria in the analysis pro-
cess, the possibility of transparency of evaluation and the introduction 
of improved, universal and practical academic methods to the financial 
decision-making process. This article presents a review and classification 
of multi-criteria decision-making methods that help to achieve the goal 
of forthcoming research: to create artificial intelligence-based methods 
that are explainable, transparent, and interpretable for most investment 
decision-makers.

Acknowledgement: The research of A.K. was partially supported 
by COST (European Cooperation in Science and 541 Technology) Action 
19130.
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Improving Network Intrusion Detection 
Applying Hybrid Machine Learning 
Algorithms

Karina Čiurlienė, Denisas Stankevičius

Vilnius Gediminas Technical University

karina.ciurliene@vilniustech.lt

Network intrusion detection is a relevant cybersecurity research field. 
The growing number of intrusions requires more sophisticated methods 
to protect computer networks. Different machine learning algorithms 
are used to identify intrusions and anomalies by analysing network-level 
and host-level data, however, their accuracy is limited. In this research, we 
address the problem of improving network-level intrusion detection by 
applying hybrid machine-learning algorithms. Such kinds of algorithms 
combine several machine learning algorithms and allow increasing accu-
racy of the classification problem. Two publicly available datasets were 
used for the analysis, i.e. CSE-CIC-IDS 2018 and NSW-NB-15. Both data-
sets include benign network data as well as data of cyberattacks such 
as SQL injection, infiltration, Brute force attack, DoS, DDoS, and others. 
TCP data and event logs were collected in datasets and labelled based 
on cyberattack type. First of all, χ2 test was performed to determine sig-
nificant attributes. Then three hybrid algorithms consisting of three dif-
ferent machine learning algorithms were proposed and analysed using 
both datasets. Analysis of the resulting accuracy of the hybrid algorithms 
showed that the highest accuracy of 99.24% was achieved. This result 
has a higher value of 5.41% compared to the best machine learning. The 
study also showed that the hybrid algorithms allow to achieve better 
performance. Finally, all investigated machine learning algorithms were 
ranked using three different ranking techniques and accuracy, and the 
most appropriate algorithms for intrusion detection were proposed.
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Influence of Oxygen Consumption  
Rate Modulation on Bacterial Pattern  
Formation Models

Boleslovas Dapkūnas, Romas Baronas, Žilvinas Ledas

Institute of Computer Science
Vilnius University

boleslovas.dapkunas@mif.vu.lt

Mathematical bacterial pattern formation models have been studied 
since the 1970s. Most models are based on Keller-Segel equations. In 
this approach, the dynamics of the bacteria population is modelled using 
a system of nonlinear reaction-diffusion-chemotaxis partial differential 
equations. 

Escherichia coli exhibits attraction to self-excreted chemoattractant. 
It was also shown that the activity of E. coli depends on available oxygen. 
The dynamics of oxygen consumption rate play an important part in the 
pattern formation. Multiple methods of oxygen consumption rate mod-
ulation have been used in different studies. The interactions between 
several active processes lead to very complex dynamic systems that are 
still poorly understood. 

The aim of this work is to examine the effects of several different 
oxygen consumption rate modulation functions on the spatiotemporal 
pattern formation of luminous bacteria. The model involving chemoat-
tractant and oxygen dynamics is used to simulate the 2D patterns in 
bacterial populations near the inner lateral surface of a cylindrical mi-
cro-container. The numerical simulation was conducted using the finite 
difference technique.
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Natural Language Generation Problems

Konstantinos Diamantaras 

International Hellenic University, Greece

kdiamant@ihu.gr

Natural Language Generation problems like question-answering, text 
summarisation, and machine translation are nowadays tackled using 
mainly transformer-based machine learning models such as GPT-3, T5, 
and BART. Although these sophisticated models achieve very good perfor-
mance in most NLG tasks, they suffer from a fundamental lack of common 
sense. For this reason, they often generate implausible and “strange” sen-
tences or sentences that are short and simple, avoiding the rich and natu-
ral structures generated by humans. Recently there is an increasing trend 
to incorporate common sense reasoning in text generation. The aim is to 
enhance/enrich the process of natural language generation using external 
knowledge, which exists in many data sources like Wikipedia, knowledge 
bases, and knowledge graphs. Common-sense knowledge is one exam-
ple of knowledge that can be acquired from knowledge bases/graphs and 
can be used in the generation process by creating embeddings. The fo-
cus of this talk is to present methods that incorporate external knowledge 
available in various common-sense knowledge bases into state-of-the-art 
natural language generation models.
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Dynamic Knowledge PRediction  
And eduCaTIonal Content 
rEcommendation system –  
DK PRACTICE

Marina Delianidi, Konstantinos Diamantaras, Ioannis Moras 

International Hellenic University, Greece

d.marina@iee.ihu.gr

Learning is an integral part of human activity from the moment of birth. 
Knowledge is cultivated and evolves over time through learning. The way 
of learning, the ease of understanding, or the pace of learning contrib-
ute to the evolution of knowledge over time. In the educational process, 
knowledge is built by studying various knowledge components or con-
cepts using appropriate educational content. E-learning is either done 
by choice or is a necessity in cases where in-person learning is difficult 
or impossible. In recent years it has become very popular, providing a 
large amount of online educational material. Digital learning materials 
can be found from various sources, for example, in organised courses 
in learning management platforms, in teacher websites, in educational 
social network platforms, in e-books, or scattered across the internet. 
There is a variety of digital educational material in terms of format, such 
as presentations, text, video, audio, images, etc. The instructors’ goal 
is to achieve the best learning outcomes for their students. Using per-
sonalised learning is an important factor in this endeavor. If it is pos-
sible to estimate the student’s knowledge state, then the personalised 
learning method and the appropriate educational material can signifi-
cantly improve the student’s performance. Educational data stored and 
provided through e-learning platforms and Learning Management Sys-
tems, after appropriate processing, can be used to model the students’ 
knowledge of specific educational concepts. The added value offered by 
student knowledge modelling is the dynamic assessment of the learn-
ers’ knowledge state, the recommendation of educational content, and 
the suggestion of learning methods aimed at the positive evolution of 
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knowledge. The representation of the student’s knowledge state in rela-
tion to certain knowledge components or concepts is achieved through 
knowledge tracing. One of the fields of application and utilisation of this 
information is educational content recommendation systems. With the 
recommendation of appropriate educational content, the students are 
called to focus on improving their knowledge in the specific compo-
nents where weaknesses are detected. In our work, we present an ar-
chitecture of an educational recommendations system, where through 
a specific case study, we aim at recommending educational content in 
the knowledge area of computer architecture in the context of a course 
at the International Hellenic University. We use anonymised data from 
student responses to multiple-choice questions with only one correct 
answer and only one attempt to answer each question. The system, us-
ing the students’ history of responses, is trained to dynamically estimate 
their current knowledge state and to recommend the specific learning 
materials in the concepts that, according to the predictions, the student 
has weaknesses and needs improvement. The purpose of the study is 
to improve the performance of students through the prediction of their 
knowledge state based on their past interactions and the positive evolu-
tion of knowledge over time by recommending appropriate, personal-
ised educational content. In addition, the system can be used to check 
the student’s knowledge before a test or as an auxiliary tool for the in-
structors to know the knowledge level of their students.
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All for One and One for All:  
How to Assess Performance When  
There Are Different Dimensions and 
Different Stakeholders’ Priorities?

Giovanna D’Inverno

Department of Economics and Management
University of Pisa, Italy

giovanna.dinverno@unipi.it

Composite indicators are often used to aggregate several dimensions 
in one single score, so to provide an overall performance measure. In 
the evaluation process, there are key elements that need to be consid-
ered. First, it is important to measure whether and to what extent set 
performance targets are met. Second, the aggregation must reflect and 
harmonise the different preferences of the involved stakeholders. In 
this talk, we discuss a new composite indicator that integrates the Goal 
Programming Synthetic Indicator methodology with the Analytic Hierar-
chy Process. We showcase its potential by evaluating to which extent 
European countries fulfil the European Union requirements in terms of 
municipal waste management while taking into account preferences as 
expressed by a panel of experts.

mailto:giovanna.dinverno@unipi.it
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Blockchain and underlying distributed ledger technology attracted wide-
spread attention recently due to its transparency, decentralisation, and 
security properties. However, it still faces many challenges that have to 
be solved. One of the most discussed ones is the enormous power con-
sumption of Bitcoin, and other Proof-of-Work (PoW) based blockchain 
networks. Nowadays, when the world faces a global energy crisis, the 
matter of the sustainability of blockchains has become particularly sensi-
tive. The blockchain community has already made progress in resolving 
the high energy consumption challenge. The utilisation of renewable en-
ergy used for mining is constantly increasing, reducing carbon footprint. 
Also, tremendous stress is done on the adoption of energy-efficient 
Proof-of-Stake (PoS) consensus protocols. Among recently developed 
blockchain networks, PoS-based ones dominate the market. Moreover, 
in September 2022, the world’s most used blockchain, the Ethereum 
network, moved from PoW to PoS. This caused a transformation in the 
mining power distribution. In this study, we propose a new methodology 
and tool to accurately estimate the energy usage of Ethereum-like PoW-
based blockchain networks. We also analyse the impact of the PoW-
based Ethereum network transition to PoS on the energy consumption 
used for mining in the industry. With this work, we aim to contribute 
towards developing more sustainable blockchains. This research has re-
ceived funding from the Research Council of Lithuania (LMTLT), agree-
ment No. S-MIP-21-53.
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Clustering Healthcare Data

Pasi Fränti

School of Computing, University of Eastern Finland
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Clustering can a powerful tool in analysing healthcare data. We show 
how clustering based on k-means and its variants can be used to ex-
tract new insight from various data with the aim to better optimise the 
health care system. We first show that simple variants of k-means and 
random swap algorithms can provide highly accurate clustering results. 
We demonstrate how k-means can be applied to categorical data, sets, 
and graphs. We model health care records of individual patients as a 
set of diagnoses. These can be used to cluster patients, and also cre-
ate co-occurence graph of diagnoses depending on how often the same 
pair of diseases are diagnosed in the record of the same patient. Taking 
into account the order of the diagnoses, we can construct a predictor 
for the likely forthcoming diseases. We also provide a clustering algo-
rithm to optimise the location of health care systems based on patient 
locations. As a case study, we consider coronary heart disease patients 
and analyse in what way the optimisation of the locations can affect the 
expected time to reach the hospital within the given time. All the results 
can provide additional statistical information to healthcare planners and 
also medical doctors at the operational level to guide their efforts to pro-
vide better healthcare services.
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A Deep Dive Into Industry-Inspired 
Research Questions: From Causal 
Inference and Machine Learning to 
Complexity Science

Jev Gamper
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In this talk, I will motivate several open research directions inspired by 
real industry scenarios and constraints at Vinted. For each research di-
rection, I will present a business case, its mathematical formalisation 
and derived open questions, prior literature, as well as avenues for de-
veloping answers to these scientific questions. The topics I will cover in-
clude but are not limited to: Causal discovery and experiment design; 
Machine learning and feedback loops; Complex system simulation; Ma-
chine learning, surrogacy and mediation analysis.

mailto:jevgenij.gamper@vinted.com
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A Generalised Surrogate  
Model Selection Method for  
Surrogate Metrics

Jevgenij Gamper, Agnė Reklaitė, Giedrius Blažys 

Vinted UAB
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Estimating the long-term effects of online controlled experiments is one 
of the top challenges for industry practitioners (Gupta el., 2019). Athey et 
al. (2019) proposed the Surrogate Index approach, whereby one uses a 
machine learning model to predict the long-term treatment effects given 
the short-term proxies. Surrogate index methodology enabled industry 
practitioners to develop a range of surrogate metrics for estimating the 
long-term effects of online experiments (Weitao et al., 2021; Chandar 
et al., 2022). However, the predictive power of machine learning mod-
els used for surrogate metrics may come from association rather than 
causation. Treatment may cause an increase in the surrogate metric but 
have little to no impact on the long-term outcome. As a result, one may 
gain additional confidence in their surrogate metric and the underlying 
predictive model if the selection criteria are based on a testable causal 
model. Given that the surrogacy assumption is a causal mediation pro-
cess, we draw inspiration from causal mediation analysis literature and 
contribute by 1) developing and comparing a set of causal models for 
surrogate model selection for surrogate metrics; 2) showing how these 
models allow to not only select the best model for a surrogate metric but 
also naturally incorporate the variance and other covariates of interest 
when performing long-term metric treatment-effect estimation using a 
surrogate metric.

mailto:jevgenij.gamper@vinted.com
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Automatic malware detection methods can be classified into two main 
classes: signature-based and anomaly-based. The signature-based ap-
proach is considered to be reliable and having a low false-positive rate 
for known malware types, but is not able to detect new and zero-day 
attacks. It also has other drawbacks, like a signature database increase, 
as well. Anomaly-based approach is considered as a perspective for de-
tecting new and zero-day malware. Typically they are statistical analy-
sis or machine learning based and require training on classified data. 
The majority of research on anomaly-based malware detection is cur-
rently concentrated on the use of system call sequences generated by 
the analysed suspicious programs as input data. Although, formally, 
the achieved results seem promising and the obtained accuracy rate is 
higher than 99%, it is still necessary to mention that it is possible to get 
such accuracy only in case when a long sequence of system calls (>600) 
is provided for analysis. Such data input prompts that in a real environ-
ment, malware would be able to perform all planned actions before be-
ing detected. Optimisation of this method can be seen in utilising adja-
cent (and metadata) data to minimise the length of system call sequence 
needed for reliable attack detection, thus minimising the reaction time, 
optimisation of data structures and parameters of currently utilised arti-
ficial intelligence methods as well as search and/or development of the 
new artificial intelligence methods/architectures, mostly suitable for the 
anomaly detection task. In this research, we present the experimental 
evaluation of several classical (KNN) and hybrid (Pso-naïve Bayes; Pso-
KNN; Pso-SVM; Pso-multilayer perceptron; BestFirst-SVM) ML methods 
trained on our previously generated AWSCTD dataset. Training and 



DATA ANALYSIS METHODS FOR SOFTWARE SYSTEMS 27

experiments were performed on an open-source training and testing 
platform Google Colaboratory. The best accuracy (97.35%) results were 
achieved with the BestFirst-SVM method, which outperformed earlier 
used ML methods on the AWSCTD dataset. Still, it is behind the earlier 
tested deep-learning methods, such as AWSCTD-CNN-S, by accuracy, al-
though winning the speed competition.
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The aim of this study is to develop computational models of the heat 
and mass exchange processes that occur in modern composite textile 
structures of three-dimensional internal structure. The proposed finite 
element models enable the prediction of air permeability, water-vapour 
resistance, thermal resistance, and heat transfer coefficients of textile 
structures in the early design stage. Furthermore, the finite element 
models were verified by comparing the sample variants of the calculated 
objects with the experimental measurements presented in the scientific 
literature. These models might be used in the development of protective 
clothing, airbags, fireproof seat covers, passive and active cooling sys-
tems, and others. In order to facilitate the use of computational models 
for numerical analysis in manufacturing departments or test laborato-
ries, the proposed finite element models were extended to the simula-
tion apps using Comsol Multiphysics Application Builder.
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Algal Bloom Monitoring Using  
Multi-Spectral Satellite Data

Dalia Grendaitė1, Linas Petkevičius2
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Algal and cyanobacterial blooms are a natural phenomenon that are 
caused by the sudden proliferation of algal and cyanobacterial biomass. 
These organisms take up carbon dioxide and release oxygen during pho-
tosynthesis. The blooms result in low water transparency and limit light 
penetration to deeper water layers. Thus, ecosystem structure changes 
and benthic plants may disappear. Currently, bloom monitoring is based 
on in situ data, that are collected infrequently. Remote sensing allows 
monitoring of the situation on a weekly basis. We collected and ana-
lysed in situ data of chlorophyll-a concentration and water transparency 
from national environmental agencies of Lithuania, Latvia, and Estonia 
for the years 2017–2021. The machine learning models that use optical 
Sentinel-2 Multispectral Imager (MSI) data for predicting the blooms and 
chlorophyll-a concentration were successfully created. Finally, the moni-
toring dashboard was created and deployed for weekly blooming and 
chlorophyll-a concentration predictions.
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On Global Optimization and  
Machine Learning
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Machine learning of predictive and classification models can be viewed 
from an optimization perspective. Lately, there has been an increased 
interest due to a seminar and European program called “Machine Learn-
ing Needs Optimization”. 

In the application of deep learning, we observe that many times sto-
chastic gradient approaches implemented in learning algorithms may 
suffer from effective convergence. This pushes researchers to go for 
random approaches based on a randomly selected training set of data. 
The idea of design of experiments in statistics taught us that in fact, the 
training set may be selected in a way that more information becomes 
available. An interesting question in hyperspectral image analysis is that 
correlation between the selected points appear, due to an overlap of 
used observation windows to smooth signals. We will discuss a way to 
deal with this overlap in a conscious way using LP type models. 

We focus on the characterization of the underlying optimization land-
scape of estimation and parameter estimation problems posing some 
questions on the effectiveness of algorithms. In parameter estimation, ill 
conditioning may appear easily. Moreover, parameter identification and 
symmetry may lead to infinitely many parametrizations providing similar 
performance. In parameter estimation, this is related to the so-called 
identifiability problem. In deep learning, the term over-parametrization 
is used. Attention is paid to use design of experiments to select the train-
ing data set. Specifically, we present an MILP model to maximize intra 
class signal variation and minimize overlap of observation windows in 
earth observations.  

Several topics characterize the optimization problem of learning:
• Identifiability in parameter estimation
• Ill-conditioning



DATA ANALYSIS METHODS FOR SOFTWARE SYSTEMS 31

• Symmetry
• Optimization landscape
• Over-parametrization
• Local versus Global search
• Design of experiments
• Correlation due to using windows of observations

We use several small instances to showcase the underlying charac-
teristics of the corresponding optimization problem.
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During the lifetime of a software project, various modifications are per-
formed to the source code to correct, adapt, and perfect software under 
maintenance. Using source code management tools that effectively facil-
itate the management of software changes, the committed changes are 
tracked and accompanied by short messages from committers commu-
nicating the code changes in natural text. Existing research has shown 
that keywords extracted from commit messages based on word fre-
quency analysis are good indicators of commit intent. However, develop-
ers who compose commit messages often use jargon terms, acronyms, 
misspelt words, and synonyms or related words, making it challenging 
to classify commits based on a small set of fixed keywords alone. This 
paper proposes an enhancement to the keyword-based commit classifi-
cation approach by extending the set of keywords by exploiting semantic 
similarities between the words of commit messages. Word embedding 
vectors were generated by training on a domain-specific corpus contain-
ing 2.5 million commit messages from 500 code repositories. Each word 
in the corpus vocabulary was assigned a single vector representation in 
a vector space of 100 dimensions. The N most similar words for each 
predefined keyword were extracted by computing cosine distances. 
Then, every keyword was extended by a set of M words with the highest 
cosine similarity values of N words in such a way that there is no overlap 
between M words of all keywords. This was ensured by keeping only the 
duplicated word with the highest cosine similarity value over the dupli-
cated related words of all keywords prior to selecting the M most similar 
words for every keyword. To evaluate the proposed approach, different 
machine learning models were built on a labelled dataset using Random 
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Forest, Gradient Boosting Machine, and CART algorithms, consider-
ing different similarity thresholds. While the existing approach showed 
that only 65% of the sample commit messages examined contained at 
least one keyword, the applied approach demonstrated that up to 82% 
contained at least one of the extended keywords. Comparison with the 
existing approach showed that enriching keywords with the words se-
mantically closest to them can benefit the predictive performance of the 
models while providing deeper insight into how developers use written 
communication through commit messages.
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All DNA sequences contain four types of nucleotides, which in turn hold 
all genetic information inherited by an organism. However, DNA can 
mutate while replicating itself, which means that it is possible to lose a 
number of nucleotides and/or to gain different fragments of the original 
sequence; in other words, the initial DNA sequence can differ from its 
duplicate. Knowing this, DNA sequence over passing time can be depict-
ed as a discrete-time homogeneous Markov chain, while sequence evo-
lution in space can be described as an action which depicts new element 
addition to the sequence. Theoretically, evolution in space simulates 
DNA sequence formation. In the stationary case, the distribution of a 
random sequence does not depend on the fixed time moment. It is hard 
to find any data regarding DNA sequence evolution in space – usually, 
only one sequence can be found. It is possible to reconstruct the transi-
tion matrix or the properties of that matrix from the stationary distribu-
tion of the Markov chain during the evolution over passing the time, yet 
this problem is ill-posed. In general, said the problem has a lot of solu-
tions which could be found only by using some additional assumptions 
and regularisation methods. However, the solution could be found more 
easily using the local balance equation if the DNA sequence is reversed 
and the transition matrix only depends on a relatively small number of 
unknown parameters. The mathematical model of the described genetic 
sequence should not disagree with already known facts of genetic sci-
ence and lean on these biological assumptions:

• Introns (non-coding DNA fragments) do not directly influence the 
possible survival of an individual or species in general. This means 
the regularities of inanimate nature have more of an influence than 
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natural selection. The fragments in question are not as important 
as fragments in the sequence that hold information, so it would be 
appropriate to search non- informative sequences in introns. 

• Intron evolution over time has a simple structure, and evolution 
itself is only affected by local random factors. For example, it is 
assumed that the insertion or deletion of DNA fragment does not 
exist and nucleotides simply swap with each other with the prob-
ability that only depends on their nearest neighbours (simple local 
evolution). While this assumption is intuitive, it is not necessarily 
true as it has not been fully proved.

• It is assumed that the process of evolution over time of the DNA 
sequence in question is stable. If the said process is not stable, any 
part of the DNA sequence can become informative. 

Stationary distribution of nucleotides residing in introns is assumed 
as non-informative in the case of simple local evolution.
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Education in all senses is one of the fundamental factors of develop-
ment. Datafication refers to the transformation of different aspects of 
education (tests scores, school inspection reports, etc.,) into digital data. 
Making information about education into digital data allows it to be in-
serted into databases, where it can be measured, calculations can be 
performed on it, and through which it can be turned into charts, tables, 
and other forms of graphical presentation. Data and the ways of its pres-
entation do not necessarily provide an unbiased view of education; it can 
also be misleading.

We review various sources of educational data (e.g., large-scale 
international studies and data registers) and their use for policy deci-
sions and research in Lithuania. It has been shown that a lot of data 
has already been collected and that more is being accumulated. Up to 
20 per cent of the information gathered in Lithuania is used for policy 
purposes and even less in research. It is noted that most of the data 
collected are useful for the economic paradigm. We will present a case 
study demonstrating that national population-based studies and inter-
national achievement studies can send different messages and cannot 
be considered in isolation.
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Cancer is the leading cause of morbidity and mortality in Lithuania and 
around the world. In order to monitor patients between clinical encoun-
ters, passively collected data taken from smartphones could revolution-
ise the way in which cancer patients are cared for by enabling real-time 
data analysis and individual patient monitoring. This information can 
also be used to predict how patients will behave in the future. Using 
ARIMA (autoregressive integrated moving average), Holt’s Trend, TBATS, 
Simple Exponential Smoothing, and Naive models, this study aims to 
forecast the activity period per day estimated by passive data. The most 
suitable model is selected after evaluating the training error (MAPE), and 
forecasts are provided for the next 30 days. Root mean square error 
(RMSE), mean absolute percentage error (MAPE) and mean absolute er-
ror (MAE) are used to evaluate the accuracy of the models. According to 
the results, there is no single most accurate model that can be used for 
all 30 patients. There are, however, two models that are most appropri-
ate: ARIMA and Holt.
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Spatio-temporal processes play a key role in ecology, from genes to 
large-scale macroecological and biogeographical processes. For analys-
ing such spatiotemporally structured data, timing and time-ordering of 
events are particularly important. In this research, we present a generic 
method – relational event modelling – for studying spatio-temporal pat-
terns of biological invasions at large spatial scales and by including vari-
ables that drive these dynamics. Relational event modelling (REM) relies 
on temporal interaction dynamics that encode sequences of relational 
events connecting a sender to a recipient at a specific point in time. We 
present a relational event model case study of the spread of alien spe-
cies, which are species that are introduced accidentally or deliberately 
into geographical regions outside their native range. In this context, a re-
lational event represents the new occurrence of an alien species, given its 
former distribution. By considering the bipartite network of species and 
regions, we embed the first records process into a relational event set-
ting to detect drivers of invasions in the presence of complex confound-
ing. Thus, taking the temporal sequence of occurrences into account, the 
relational event model identifies commonalities among species’ spread 
and their relation to underlying variables. Using years of first records 
of 16,019 established alien species from major taxonomic groups, we 
have shown that the relational event model can be used constructively 
in environmental science to model time-stamped ecological interactions, 
such as the invasive species process, without having to resort to more 
traditional simplifications. Combining the first records data with other 
spatio-temporal information enables us to discover which factors have 
been driving the spread of species across the globe.
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In this research, we analyse how to measure the performance of Lithua-
nian II pillar pension funds using a benchmark. In a previous conference 
(Mathematical Models in Economics 2022), we presented how to present 
the dynamics of simple performance measures (correlation, VaR, CVaR, 
Average Recovery time, adjusted Sharpe ratio, etc. ). However, it turned 
out that simple measures describe dynamical performance only par-
tially. Moreover, pension funds typically have their benchmark that they 
track. However, straightforward measurement of tracking error also has 
a lot of weaknesses. Therefore, we analyze the performance of pension 
funds by using only two benchmarks “MSCI world index” and “BB EURO 
1−5yr bond index”. There are many ratios based on comparison of asset 
performance with performance of benchmark. In this research, we use 
nearly 40 different ratios and reveal the most important ones. 

Deeper analysis of funds returns suggest to split data analyzed in to 
specific regime periods (no crisis, crisis in stock markets, crisis in bond 
market and global financial crisis) and to analyze them separately.

Our results reveal that in different regimes performance ratios corre-
late to each other quite differently. On the other hand, fund returns are 
stronger correlated during periods of crisis. It is interesting to note that 
some performance ratios begin to behave “strange” even before true 
financial crisis has started. Hence, they could be used as early warning 
indicators of local or global financial crisis.

Acknowledgement:  This project has received funding from the Re-
search Council of Lithuania (LMTLT), agreement No S-MIP-21-32.
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The ever-increasing amount of online content and the opportunity for 
everyone to express their opinions online leads to frequent encounters 
with social problems: bullying, insults, and hate speech. Some online por-
tals are taking steps to stop this, such as no longer allowing comments to 
be made anonymously, removing the possibility to comment under the 
articles. Also, some portals employ moderators who identify and elimi-
nate hate speech. However, given a large number of comments, an ap-
propriately large number of people is required to do this work. The rapid 
development of artificial intelligence in the language technology area 
may be the solution to this problem. Automated hate speech detection 
would allow to manage the ever-increasing amount of online content. 

In this work, we report the comparison of hate speech detection mod-
els for the Lithuanian language. We used three deep learning models for 
hate speech detection: Multilingual BERT, LitLat BERT, and Electra. The lat-
ter model we trained from scratch ourselves with Lithuanian texts that 
made ~70 million words. All three models were further re-trained to clas-
sify Lithuanian user-generated comments into three main classes: hate, 
offensive, and neutral speech. To adapt the models to the hate speech 
detection task, we prepared a pre-processed and annotated dataset. It 
has had 25 219 user-generated comments (hate speech – 2082, offensive 
– 7821, neutral – 15 316). The collected text corpus was also analyzed us-
ing topic modeling to reveal the most frequent topics of hate speech com-
ments. The trained models were evaluated with accuracy, precision, recall, 
and F1-score metrics. LitLat BERT performed the best with a weighted av-
erage F1-score of 0.72. Multilingual BERT was in the second place with a 
weighted average F1-score of 0.63, and Electra took the third place with a 
weighted average F1-score of 0.55. As Electra models have the potential to 
perform better than BERT models, our future plans include retraining our 
base Electra model for Lithuanian with larger datasets.
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Cost-effective transportation of various goods has always been a nec-
essary and challenging task for logistics companies to solve. With road 
transportation being the most popular mode for transporting goods, 
decreasing the time and mileage it takes to deliver freight can signifi-
cantly increase a company’s profitability. In this research, the possibil-
ity of improving the estimated time of arrival forecasts by ranking the 
drivers based on their behavioural data and estimating deviations from 
planned arrival time using different machine learning methods are ana-
lysed. TOPSIS and VIKOR methods are used for ranking the drivers, while 
forecasting of deviations is performed using five machine learning algo-
rithms: Decision Tree, Random Forest, XGBoost, Support Vector Machine 
and k-nearest Neighbours. To ascertain the feasibility of the forecasting 
models, they are evaluated using the adjusted coefficient of determina-
tion, root square mean error and mean absolute error metrics. The re-
search concludes that the ranking of drivers should be constructed using 
the VIKOR method. Moreover, the machine learning evaluation metrics 
reveal that the best forecasts are achieved using an ensemble model 
based on the Random Forest and Support Vector Machine models.
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Suppose you want to place a number of points which are restricted to 
be on a two-dimensional net consisting of a set of straight-line segments 
(like a spider’s net) in a way such that a certain objective is minimized. 
For example, the points could represent facilities, and the net constraint 
can represent a road net on the map, and we can interpret this in a way 
that a facility must be opened close to the road. With this placement, 
there is some cost associated, and we want to minimize it. We show that 
this net constraint can be formulated as a set of linear-mixed-integer 
equalities and inequalities, and we present our formulation here. We 
further perform an analysis of how well the currently available MIP and 
MIQP solvers manage this net constraint when the number of facilities 
increases or when the net becomes more complicated. This is done for 
two artificial problems, which in the end, are formulated as a mixed-in-
teger-programming or mixed-integer-quadratic-programming problem.
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Modern natural language generation methods usually take the form 
of an encoder-decoder, which encodes the input sequences into latent 
space and predicts a collection of words based on the latent representa-
tion. Sequence-to-sequence (Seq2Seq) learning is one of the most widely 
used encoder-decoder based paradigms in this field. Recently, research-
ers find that structural knowledge is beneficial to addressing some trou-
blesome challenges, e.g., long-dependency problems, and thus propose 
the graph neural network (GNN) techniques. For tackling particular 
tasks, graph-to-sequence (Graph2Seq) GNNs-based encoder-decoder 
models are increasingly discussed in the literature. Graph2Seq models 
have shown superior performance in comparison with Seq2Seq models 
in various tasks including neural machine translation, text summariza-
tion, and question generation. Disregarding success, Graph2Seq models 
also inherit challenges, for example encoding relations between distant 
nodes. This work explores the possibilities of enriching the graphs with 
external knowledge and testing pretrained language models in text gen-
eration tasks.
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Audio Forensics is the field of Forensic Science relating to analyzing, pro-
cessing, and evaluating audio recordings. The primary aspects of Audio 
Forensics are: 

• determining the authenticity of audio evidence and integrity of au-
dio recordings; 

• reconstructing crime or accident scenes and timelines based on 
acoustic events; 

• identification of speaking persons;
• transcription of speech content; 
• performing enhancement of audio recordings to improve speech 

intelligibility and the audibility of noisy or low-level sounds, etc. 

The main problems and challenges arise with the quality of audio 
recordings. Operational recordings are characterized by high additional 
speech and noise sources, echo and reverberation effects, lost segments 
of the target signal, limited bitrate, etc. Efficient enhancement tech-
niques must be used to provide a reliable audio forensic analysis. Audio 
enhancement involves reducing unwanted sounds and enhancing the 
dialogue and other target sounds, improving speech intelligibility and 
the audibility of low-level voice within audio evidence recording. The fun-
damental challenge of forensic audio enhancement is to ensure that this 
process does not inadvertently degrade the speech inflections, nuances, 
and essential intelligibility needed for speech interpretation.

There is a need for research into the most reliable and effective en-
hancement techniques that can be explained and demonstrated to the 
Court. For this purpose, a systematic review and evaluation of enhance-
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ment techniques are provided. Also, we examine the initial assump-
tions for applying these approaches and techniques to the Lithuanian 
language. The results of initial experiments with forensic audio are pro-
vided. The experience of the Forensic Science Centre of Lithuania in this 
field, methods, and tools used are also presented.
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The noisy environment decreases the quality and intelligibility of the 
speech signal. Contrarily, the so-called Lombard effect occurring in a per-
son’s talk while exposed to environmental noise enhances the speech sig-
nal. Even though the noise may contaminate the Lombard speech, it re-
mains more intelligible. Our long-term goal is to build a machine learning-
based system for generating speech with the Lombard effect that can au-
tomatically adapt to noise inference. In this research, a method enabling 
to monitor of the Lombard speech signal in the presence of noise is to be 
proposed. For this purpose, the variation of frequency characteristics of 
Lombard speech at different noise distortions is investigated. The signal 
frequency domain is considered in the form of frequency tracks contain-
ing the location of fundamental frequency and formats. To quantify the 
effect of noise on Lombard effect, an average formant track error is calcu-
lated. The effect of noise is investigated at varying levels of SNR, from -10 
dB to 40 dB. For environmental noise, real-life noise recordings are em-
ployed. Experiments are carried out on the recordings made in the studio 
with a room with acoustic treatment. To obtain the Lombard effect while 
speaking, closed headphones playing back the interfering noise are used. 
The recording scenario includes both reading sentences and a conversa-
tion between two people. For quality assessment, the traditional objective 
image quality metrics and the authors’ proposed method are used. Based 
on the experiment results, the recommendations for machine learning-
based system for detecting the Lombard effect before enhancing speech 
automatically are made.
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Regularisation of conic and copositive programming problems consists 
of transforming a problem to an equivalent form, where the Slater con-
dition is satisfied and, therefore, the strong duality holds. In the talk, we 
will present a new regularisation algorithm Reg-LCoP based on a new 
concept of immobile indices suggested in our study of semi-infinite, 
semidefinite, and copositive problems and compare it with a Face Re-
duction Approach (FRA) suggested by J. M. Borwein and H. Wolkowicz 
for the abstract convex problem, and a similar regularisation approach 
of H. Waki and M. Muramatsu for conic problems. Based on the com-
parison of these approaches, we can conclude that being applied to lin-
ear copositive problems, the approach based on the immobile indices is 
more constructive since it permits to formulate the regularised problem 
explicitly and in a finite number of steps.
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Biomedical signal and image analysis has become a major part in many 
areas of biomedical research. Numerous papers are published on vari-
ous analysis topics, including registration, segmentation, quantification 
or even artificial intelligence-based clinical decision support. The valida-
tion and evaluation of newly elaborated methods usually were based on 
the authors’ personal data sets. The rapid development of computation 
and communication technologies during several past decades allowed 
the establishment of open-access databases of biomedical signals and/
or images containing specialised data for algorithm development and 
direct comparison of the results achieved by several competing solu-
tions. Around the same time, several initiatives to solve globally actual 
biomedical diagnostic problems related to biomedical signal or image 
analysis arose. The evocation of Worldwide interest in the solution of 
such problems and benchmarking of newly elaborated methods is real-
ised in so-called “Challenges” – the events where volunteer participants 
are provided with annotated specialised data and their achieved results 
are compared by quantitative estimates. Usually, motivation of even-
tual participants is boosted offering some valuable awards for the best 
results. But, are such initiatives indeed revealing the best solution for 
the particular clinical diagnostic problem? - The question which often 
rises for many participants of such events. The importance of principles 
of “Challenge” design and choice of proposed scoring metric for results 
evaluation will be discussed based on published analysis and personal 
experience obtained participating in “Challenges” during past 15 years.
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The idea of the research is based on the EU initiative «Data science for 
good» (DS4G), which aims to effectively use data collected by public or-
ganisations due to digital transformation of society. These data are re-
lated to health, education, legal environment and security, development 
of labour resources, energy, transport, sustainability, climate change 
problems, and other solutions. 

The DS4G concept tackles the problem of how to help public organi-
sations not only to collect but also to extract useful information from 
data, allowing them to make decisions useful to the society. The use of 
data is complicated not only due to the abundance of collected data but 
also due to their different sources, collection formats, insufficient data 
«cleanliness», and the lack of specialists in IT, data science and analytics.

The efforts to bring together specialist communities and solve the 
data analytics problems raised by the DS4G initiative are already being 
made. Leading companies in the field of technology, such as Facebook, 
Google, and Amazon are becoming more and more actively involved in 
solving these issues. 

The objective of the research is to propose the conceptual frame-
work to create an innovative data science hub model (Data for Good 
squad), which would ensure the creation of effective workflows of op-
erational processes, preparation of training materials, methodologies 
for identifying company problems and needs, management of risk and 
sustainability factors, and a building a relevant network of data science 
specialists. To implement this idea, volunteer teams of specialists in the 
field of data science and analytics are being assembled. 

The research is inspired by the international EU project EPSILON «Eu-
ropean Platform for Data Science: Incubation, Learning, Operations and 
Network». Project coordinator – Harz University (Germany), Nova SBE 
Institute of Science, Business and Economics (Portugal), University of Cy-
prus (Cyprus), Vilnius University (Lithuania). 

mailto:dalia.kriksciuniene@knf.vu.lt
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Identification of a business‘s financial distress is a topic that became rel-
evant together with the birth of money and business. Different methods 
and tools were used to identify it, and over the last several hundred years 
different quantitative and statistical methods were getting standard, e.g. 
for credit scoring. However, with the omnipresence of digital technolo-
gies, big data, and Artificial Intelligence, new methods and approaches 
are being investigated and applied for credit scoring, insolvency, finan-
cial distress, and other business indicators analysis and detection.

In this study, many data sources related to the subject are analyzed, 
including tax office, social security (e.g.   SODRA), courts, Central Bank 
of Lithuania, Statistics department, etc. It leads of determination 977 
different features, including not only financial indicators but also other 
equally important features like changes in employees, judicial events, 
managers, etc. The purpose of this study is to compare different dimen-
sionality reduction techniques for financial distress recognition and im-
portant variable extraction.  In this research financial distress is under-
stood as a ‘bad’ situation of the company, which was detected at least in 
one Lithuanian government register. The analysis period is from 2016 to 
2022. The research sample is 274105, which contains 2.8 % of financial 
distress. The data was normalized and split to train and test samples. In-
formation from last year is included in the testing sample, which makes 
up 26.3% of the whole sample. For the training sample used the SMOTE 
technique to ensure the balance of classes. The research compares dif-
ferent feature selection techniques with machine learning algorithms for 
financial distress detection. The evaluation of models is used different 
metrics (accuracy, AUC, specificity, sensitivity, F-score). 

mailto:dovile.kuiziniene@vdu.lt
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Robotic process automation (RPA) is a family of business process au-
tomation approaches and technologies based on the use of software 
robots and artificial intelligence. Nowadays, RPA is being actively devel-
oped and used in IT industry market. As any new technology, RPA tech-
nology has a number of potential cybersecurity weaknesses, caused ei-
ther by fundamental logical mistakes in the approach or by cyber-human 
mistakes made during the implementation, configuration and operation 
phases. Taking into consideration the widespread of RPA in many fields, 
especially in the banking sector, fighting RPA cyber threats becomes a 
critical task. The classical threat management approach suggests that 
before finding the countermeasures, it is necessary to identify the exist-
ing threats. One of the methods for doing so is threat modelling. Threat 
modelling is a description of a global security problem, an approach to 
identifying and categorising possible risks, such as vulnerability or lack 
of protection from protection, as well as setting priorities for eliminat-
ing threats or satisfying consequences, considering a set of problems, 
such as security analysis of conventional security measures based on 
nearby information systems and surveys, the most likely attacks, their 
methods, targets and search engines. Still, despite the RPA security topic 
importance and notoriety of the threat modelling approach in cyberse-
curity, not too much research is being done. In this research, we present 
threat modelling for RPA case scenarios in the financial sector. Microsoft 
Threat Modeling Tool was used as a threat modelling tool that allows the 
identification of threats at the software design phase, thus minimising 
further risks. The construction of case models made it possible to iden-
tify risks, the categories to which they belong, their description with the 
possibility of raising or lowering the priority of the threat, and analyse 
trust boundaries for software robots on a real sample.
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Earth observation (EO) data are widely used for environmental monitor-
ing, urban occupation analysis, or risk detection. The parallel processing 
of EO data using High-Performance Computing (HPC) or cloud resources 
improves the processing performance of the growing amounts of geo-
spatial data. Parallel computing frameworks divide the workflow into 
chunks for further parallel processing on several independent computa-
tional worker nodes to speed up the simulation time.

The distributed computing libraries scale the workflow using mainly a 
master-slave architecture, such as the open-source parallel python Dask 
library. Multiple computational and data platforms and environments 
can be configured and customized for the Dask, including virtual, physi-
cal, cloud-based, and on-premises solutions.

For efficient and optimal processing of EO data, it is necessary to 
manage and consider several aspects, such as the cost and the utiliza-
tion of a set of running computational nodes. Therefore, finding a trade-
off between cost and performance is an actual challenge, as it depends 
on the input data size, the number and the complexity of processing 
instructions, and other factors. The article aims to propose a Pareto-
based collaborative multi-objective optimization algorithm, which is im-
plemented on the suggested EO data scalable processing platform. A 
multi-objective optimization non-dominated sorting genetic algorithm is 
applied to the simulation dataset to find the optimal point considering 
cost and performance.
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The evaluation results of the algorithm for several EO data process-
ing workflow is presented, which offers users the optimal amount of re-
sources. The normalized difference vegetation index (NDVI) index has 
been used for the experiments using Dask clusters with a different num-
ber of worker nodes. For each case, the processing time is found, and 
based on it, the price is calculated.
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Facility location problems deal with finding optimal locations for facili-
ties providing goods or services to customers in a given geographical 
area. There are various models of facility location problems which vary 
in properties such as customer behaviour rules, location space, which 
can be continuous or discrete, constraints for the location of facilities, 
etc. Depending on the properties of the problem, appropriate solution 
methods should be used to effectively solve the problem. This paper 
focuses on the discrete competitive facility location problem for an en-
tering firm, which is important for firms entering the market by choosing 
locations for the new facilities from a given set of location candidates, 
taking into account competition for the market share with preexisting 
facilities owned by other firms. The heuristic algorithm based on the 
ranking of location candidates is proposed and experimentally investi-
gated by solving different instances of the facility location problem with 
the Pareto-Huff customers behaviour rule. The parallel version of the 
algorithm is developed to enable the solution of complex problems us-
ing high-performance computing systems. The results of the experimen-
tal investigation demonstrate the advantage of the proposed strategy 
of ranking location candidates over the previously proposed strategy. 
The parallel version of the algorithm demonstrates an efficient solution 
to the problem using more than one hundred computing nodes with 
almost linear speed-up.
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The assessment of economic activity is an important assessment of the 
state’s economy, which allows assessing the current situation, as well as 
predicting future prospects. The increasing amount of data every year 
allows this data to be used in the forecasting of economic processes. 
However, due to the large amount of data, its rapid renewal, and its di-
versity, it is difficult to evaluate it in traditional ways. Traditional methods 
of assessing economic activity use monthly or quarterly data, which are 
no longer appropriate in the face of various economic shocks. A good 
example of this is the COVID-19 pandemic or the war in Ukraine, which 
affects the state’s economy quite quickly. For this reason, it becomes 
important to evaluate not only traditional economic indicators, but also 
various alternative ones collected from various openly available sourc-
es. The purpose of this work is to present a possible economic activity 
assessment system that collects, processes, transforms and visualizes 
Lithuanian economic activity. The developed economic activity forecast-
ing system allows you to automatically collect text information, prices of 
products and services, real estate and others. And using machine learn-
ing methods, this data is turned into valuable insights, which can be used 
in state, business and other decision-making.
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Data research is widely used in various fields such as business, produc-
tion, online trade, consumer services, and other fields. Due to such a 
large application of data mining, the field is receiving a lot of attention. 
Data clustering is an unsupervised type of machine learning that is also 
widely used in data mining. In data clustering, the main goal is to divide 
objects into separate, unknown groups to have as many similar objects 
as possible in one group. Making such groups allows you to find hid-
den relationships between data. Data clustering is applied in such areas 
as bioinformatics, feature selection, pattern recognition and others. Al-
though there are many different methods in data clustering, data clus-
tering itself is a complex task. Due to different data structures, different 
clustering methods work well only under certain conditions, so the need 
for these methods remains high. One of the most used data clustering 
methods is the k-means method, which is relatively simple, but can work 
effectively in good conditions. Most clustering methods perform poorly 
in the presence of outliers in the data, and the previously mentioned 
k-means method suffers from this drawback, as do GMM, BGMM, and 
some other methods. Recently, various researchers have been paying 
a lot of attention to different density estimation methods, as well as ro-
bust modifications of these methods, such as soft constrained neural 
networks, and others. Due to such a demand for density estimation, this 
paper aims to evaluate the accuracy of a new clustering method based 
on modified inversion formula density estimation. The obtained results 
show that this developed method is competitive compared to the cur-
rently most popular methods (K-means, GMM, BGMM). Based on the 
clustering results, it can be observed that the MIDEv2 method works the 
best with generated data with noise in all datasets (0.5%, 1%, 2%, 4% 
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noise). The interesting point is that a new method can cluster the data 
even if the data do not have noise/outliers, for example, one of the most 
popular Iris dataset. However, there are also possible shortcomings of 
the method, since in case of large dimensions (d>15) the method is dif-
ficult to apply, but this problem will be solved in further iterations of the 
method.
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We present work in progress for thematic email generation for phishing 
prevention. One of the ways to prevent data theft is to develop solutions 
that enable the automatic identification of fraudulent emails, thereby 
reducing the likelihood of individuals, companies, or public institutions 
becoming victims of fraud and preventing the possible leakage of sensi-
tive, confidential, or other information. The development of our solution 
includes a natural language generation methodology based on machine 
learning, natural language processing (NLP) as well as rules. NLP involves 
semantic analysis as well as language and vocabulary control. Document 
plans for email generation are constructed by employing a rule-based 
engine to control the content of the generated text by defining the logical 
structure of the text to be generated, expressed communication goals, 
and data usage within the text. This combination allows variation of text 
structure to avoid repetitiveness and rigidity in the generated emails. 
For the development of our tool, we use anonymised emails (fraudulent 
and regular) obtained from publicly available datasets, as well as those 
provided (in anonymised form) specifically for research purposes by the 
project partner. The solution focuses on simulations of the types of data 
theft that require users to click on web links to occur. The target audience 
for the use of the tool is universities and other research institutions, R&D 
companies, business enterprises, the military (e.g. for wargaming simu-
lations), and institutions ensuring state security (for simulating various 
cyber actions and training).
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There is a lack of information, based on quantitative data, about soci-
etal and economic developments in the Baltic states during the last 100 
years. The data we have usually is fragmented and often not compa-
rable. Thus the cross-time comparison is challenging to perform. This 
work aims to provide quantitative data about economic transformations 
in the regions of Latvia over 100 years. We evaluate the benchmark GDP 
of Latvia in 1935 and the time series of GDP per capita for the interwar 
period. Further, applying a methodology tested in recent research on 
the economic development of Europe’s regions since 1900, we decom-
pose the GDP series to a regional level to explore trends in the economic 
disparities between regions inside Latvia. Next, we apply a cross-time 
adjustment for the regions, since they changed during 100 years and 
compare the regional inequality during the interwar period and modern 
Latvia.
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A circular economy is now gaining popularity. It is important not only 
for reusing used car parts but also for ecology (a lot of used car scrapy-
ards exist, and some of them pollute the environment). Uploading as 
much and as fast as possible used car parts are important for selling and 
for utilisation (if it is not sellable). In the company, Ovoko developed a 
Computer Vision (CV) system which detects all necessary part numbers, 
category, an automaker this information helps prefill all necessary fields 
for the selling platform. CV systems are faced with challenges: used parts 
part numbers are printed in very different ways: different fonts and sur-
faces (plastic, metallic, glass, etc.). Because it is not new parts - they are 
rusty, part numbers can be damaged. Photo quality is with various rota-
tion angles and zooms. CV pipeline consists of 6 deep-learning models. 
Information later goes to the LSH (not exact match) algorithm to search 
the existing database. All models deployed in the AWS cloud using sag-
maker multi-container endpoints. The system simplifies used car part 
upload, and now, you do not have to be an automotive expert to do that.



DATA ANALYSIS METHODS FOR SOFTWARE SYSTEMS 61

Extraction of Microservices  
from Monolithic Software Based on  
the Database Model

Dalius Mažeika, Edgaras Kazimieras Kazlauskas

Vilnius Gediminas Technical University

dalius.mazeika@vilniustech.lt

Most of the modern enterprise-level applications are built based on mi-
croservice architecture. It allows to improve software development agil-
ity and flexibility and makes this process faster. Microservices can be 
deployed independently, so it opens up opportunities to release appli-
cation updates in a shorter time. Decomposed monolithic systems into 
microservices can increase the performance of the application by scal-
ing those microservices that actually need resources. In this research, 
we analysed the software reengineering problem related to microser-
vice identification in monolithic software systems through relational 
database decomposition. A physical database model is designed based 
on business processes and workflows; therefore, database entities and 
types of relationships can be used to identify microservice candidates. 
The database schema was used to extract the entities and relationships, 
build a graph, and calculate the weight coefficient of the relationships. 
Weight coefficients were obtained by transforming the extracted data 
into a graph, where vertices represent database tables, and the edges 
are the relations between them. The weights were calculated based on 
the number of edges, their direction, degrees of ingress and egress at 
vertices, type of entity connection, and additional information such as 
business domain knowledge. Candidate microservices were identified 
based on the clusters of database entities defined by weight coefficients. 
The community fast unfolding algorithm was used for clustering. Five 
open-source ERP systems were tested to validate the proposed method. 
Extracted data from the database schema was used to build a graph 
applying the ForceAtlas2 layout algorithm. Investigation of microservice 
extraction was performed by changing resolution while class modularity 
was used for comparison of the results. It was found that the number of 
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clusters depends on the resolution, while the best results were achieved 
when resolution values of 1 or 2 were used. Analysis of modularity re-
vealed that higher values of modularity lead to better cluster identifica-
tion accuracy.
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Since 1971 introduced different types of fuzzy sets, the question arose 
as to how these fuzzy sets differ and which of these fuzzy sets are more 
suitable for certain application domains. Some of them aimed at solving 
the problem of developing the membership degrees of the elements. 
Others focused on representing the uncertainty linked to the considered 
problem. Nevertheless, from the application viewpoint of different types 
of fuzzy sets, there should be a method to implement the imprecise con-
cept by those fuzzy sets in a reasoning engine and use it for automated 
inference. Consequently, we are dealing with the computational com-
plexity, complexity of fuzzy rules, complexity of developing membership 
functions, and data complexity. Therefore, a more comprehensive study 
is needed to compare different types of fuzzy sets. In this research, we 
present an initial study of different types of fuzzy sets based on the con-
cept of imprecision and their historical occurrence. The results of this 
research allows us to supplement existing knowledge on fuzzy sets by 
systematising them.
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Big data systems have the potential to transform how forensic anthro-
pology research is conducted if the typical research workflow of experi-
menting with physical artefacts (e.g., bones) could be replaced or aug-
mented by similar activities based on digitised archive data. The aim of 
this study was to develop and evaluate the feasibility of Image Cloud 
Platform for Use in Tagging and Research (ICPUTRD) that enables foren-
sic research and casework on a large collection of digital photos docu-
menting longitudinal human decomposition. The paper describes key 
requirements, design considerations, aspects of implementation, and a 
user study evaluating the feasibility of conducting several forensic tasks 
involving forensic experts and non-experts., The tasks included search 
for and tagging of photos with features based on a forensic nomencla-
ture (i.e., anatomic, stages of decomposition, scavenging, etc.). The user 
study confirmed the feasibility of using ICPUTRD in forensic research 
and suggests its potential as a practical tool for law enforcement.
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An increasing number of users are expressing their emotions through so-
cial media. Recognising emotions in images is becoming very important. 
The recognition of emotions in general images is gaining more and more 
attention from researchers. Such emotion recognition is more complex 
and different from conventional computer tasks. Due to people’s sub-
jectivity, ambiguous judgements, and cultural and personal differences, 
there is no single model for emotion assessment. Current models cannot 
directly train visual emotion features for a given emotion. We decided to 
analyse emotions using a categorical model, as this is a natural way of 
human expression in psychological research. Studies in psychology pro-
pose the presence of six distinct, basic and universal emotion categories: 
happiness, anger, sadness, surprise, disgust and fear. We chose to ana-
lyse the emotion recognition of sadness as a starting point to evaluate the 
performance of the models. The main points of reference for comparison 
were set by the Xception and EfficientNetV2 convolutional neural network 
(CNN) models. Preliminary experiments show that the EfficientNetV2 fam-
ily of convolutional neural network models perform better compared to 
the older Xception model. The EfficientNetV2 models achieve up to 75.57% 
accuracy, while the Xception model achieves up to 72.53% accuracy in pre-
dicting whether an emotion image expresses a sadness class. Finally, we 
examined the choice of network parameters and their importance for the 
model results. Our findings show that different optimisers produce quite 
different results, with studies on appropriate learning strategies and in-
dicator selection showing the importance of model-tuning strategies. We 
also tested and measured accuracy and F1-scores for predicting sadness 
recognition in the presence of different types of emotion representations. 
Preliminary experimental results show good perspectives for the recogni-
tion of a broader range of emotions in images of general nature.
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Detecting people through walls or ruins is considered essential for tacti-
cal and rescue operations. Ultra-wideband radars provide just this capa-
bility to detect human movement, breathing, or heartbeat through one 
or more walls. Frequency-modulated continuous-wave radars with at 
least one transmitting and two receiving antennas are particularly useful 
because they provide information about the distance, angle, and speed 
of objects relative to the radar. Typically, the signals are pre-processed 
using Fast Fourier Transform to obtain 3D spectrograms. The position of 
a human can be very difficult to discern in the 3D spectrograms because 
humans have multiple moving body parts that can move in different 
directions and at different speeds. Therefore, conventional maximum 
search gives results that are not accurate enough. Convolutional neu-
ral networks (CNNs) provide state-of-the-art performance for recognis-
ing people in visual images by analysing complex patterns. Radar signal 
spectrograms can be considered images in which people’s patterns can 
be detected using CNN. It is clear that deep neural networks need large 
datasets for supervised learning, and for each specific radar, the spe-
cific dataset should be provided. Therefore, we developed an automated 
method to annotate radar signals based on synchronised video images. 
Human coordinates in space were estimated in calibrated camera videos 
by popular in robotics area visual tags. This process included camera 
calibration, ArUco tag detection, estimation of human position from the 
tags, 3D transformation from camera coordinate system to radar coordi-
nate system and synchronisation with interpolation of coordinates. The 
new dataset with Range-Azimuth-Doppler and human coordinates was 
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created with more than 1100 pairs of input and output data. This dataset 
was used with a modified version of the RADDet neural network for real-
time processing of radar signals on an embedded computer wirelessly 
connected to the radar. This network was based on ResNet backbone 
and YOLO detection heads. We obtained promising results for human 
detection with the possibility of changing the detection threshold. The 
processing speed in the embedded system is 16,7 ± 0,43 ms for each ra-
dar data frame. Currently, it takes 176 to 352 ms to acquire a radar data 
frame; therefore, in theory, more than four radar data frames can be 
processed during that time. We demonstrate our dataset creation pipe-
line and CNN training process, along with initial real-time processing re-
sults. This work presents research that is a part of the technological de-
velopment project “Prototype of gateway for Artificial Intelligence-based 
Through-Wall Imaging Radar data” funded by the Innovation Agency of 
Lithuania (TPP-04-032). The project is a collaboration between research-
ers at Vilnius Gediminas Technical University and JSC “Geozondas”.
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Modern speech technologies allow the synthesizing of almost perfect 
synthetic speech. However, despite the increase in computational pow-
er, the size of the datasets and the elaboration of the algorithms, this “al-
most” has still never been surpassed. We propose that one of the major 
reasons for the impossibility to come up with a 100% naturally sounding 
synthetic speech is the lack of appropriate quality evaluation methods. 
When it comes to the assessment of synthesized speech quality, two 
techniques, employing so called “objective” and “subjective” measures, 
are usually used. While the objective ones are suitable to evaluate the 
resulting physical speech signal and its properties, they do not reflect 
how this signal is perceived by the human listener. Yet, a vast body of 
literature in psychoacoustics and psycholinguistics show that even tiny 
distortions of the speech signal can have detrimental effects on speech 
processing quality and speed. On the other hand, the subjective meas-
ures traditionally used (Mean opinion score; intelligibility and compre-
hension tests (Soares et al., 2018; Viswanathan & Viswanathan, 2005)) 
are not sufficiently informative, lack methodological precision and sta-
tistical analyses to assess the small, but essential distortions in modern 
synthetic speech.

Since speech perception has been widely studied in psycholinguistics 
(Lieberman et al., 1965; Studdert-Kennedy & Hadding, 1973; Niebuhr, 
2007) and cognitive science in general, we propose that the measures of 
synthesized speech quality should be created with regards to the cogni-
tive mechanisms underlying the processing of linguistic phenomena. In 
other words, we argue that a genuinely efficient quality measure should 
be sensitive to the peculiarities of human speech perception. This can 
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be achieved by applying behavioral methods, that have been already 
developed and shown to be effective in cognitive science (Malisz et al., 
2019; Wagner et al., 2019; Winters & Pisoni, 2004).

We will provide an overview of the most suitable options available 
and discuss their applicability to assess modern TTS.
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Agile management methods and tools are being widely used to improve 
Enterprise Application Software (EAS) development. The paper deals 
with the problem of misalignment between business strategy and appli-
cation software development. Our experience using Agile management 
tools like Atlassian «Jira» shows the lack of coordination between soft-
ware development management and business management content. 
This paper discusses an approach to enhance Agile management tools 
with Artificial Intelligence capabilities to deal with software and business 
alignment. The causal modelling paradigm is used to construct an inter-
nal model of an AI-based system. The paper aims to base the develop-
ment of Agile applications on causal modelling and define the architec-
ture of an intelligent project management tool. The management trans-
action (MT) is the causal model used to redefine the Agile management 
hierarchy. The content of feedback between two adjacent levels in the 
Agile hierarchy, such as theme – initiative – epic – user story, is revealed 
using the MT framework. Enterprise architecture framework MODAF is 
used to specify the content of MT and establish the links between Agile 
management hierarchy levels. By defining the internal model of the Agile 
management hierarchy using MT and MODAF constructs, the obtained 
causal knowledge is expressed as a new attribute in the Agile manage-
ment tool. This ensures checking the integrity of project content with 
enterprise strategy objectives and reduces the misalignment between 
business strategy execution and software development solutions.
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The 1D Wada Index for the Classification  
of Digital Images of Concrete Cracks

Ugnė Orinaitė, Juratė Ragulskienė
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The Wada index has been recently introduced for the detection if a giv-
en basin boundary is a Wada boundary. The Wada index is based on 
the weighted and truncated Shannon entropy and does represent the 
number and the distribution of different colours (attractors) in the two-
dimensional phase space of initial conditions. The Wada index is based 
on the standard box counting algorithm. That makes the algorithm for 
the computation of the Wada index conveniently applicable for different 
basins of attraction represented as color digital images. 

With the recent advances in machine learning, the development of 
ANN- and CNN-based algorithms has become a popular approach for 
the automated detection and identification of concrete cracks. However, 
most of the proposed models are trained on images taken in ideal con-
ditions and are only capable of achieving high accuracy when applied 
to the images of concrete cracks devoid of irregular illumination condi-
tions, shadows, shading, blemishes, etc..

A 1D modification of the Wada index is presented in this paper. It is 
demonstrated that the 1D Wada index algorithm can be used as an effi-
cient pre-processing tool for digital images contaminated by the additive 
and/or optical noise. The 1D Wada index algorithm helps to reduce the 
additive noise in images of concrete cracks what enables better classifi-
cation based on deep learning algorithms.  

Alexnet convolutional neural network (CNN) is used to train the clas-
sification model on Mendeley Concrete Crack Images for Classification 
dataset. It is demonstrated that the application of the 1D Wada index 
algorithm helps to improve the classification accuracy of concrete crack 
images contaminated by noise up to 98% what corresponds to the in-
dustrial standard in the field of autiomatic crack identification. 
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Quantum computers allow it to speed up the resolution of specific prob-
lems such as number factorisation or searches in disordered data sets. 
However, it is still at an early stage of development, and current quan-
tum computers have few resources available, in addition to a high er-
ror rate. Common operations, such as addition, subtraction, or the one 
that concerns us in this work, comparison, are widespread in quantum 
algorithms. For the reasons above, having optimised versions of these 
basic operations in terms of resources and error tolerance is particularly 
valuable. It can make the difference between a quantum algorithm being 
executable or not in current quantum devices. In this work, we present 
a comparator that optimises the number of qubits and error tolerance 
with respect to the rest of the comparator circuits available in state-of-
the-art quantum computing. The main contribution of this research is 
that the circuit is completely built using only Clifford+T gates.
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Digital Twins in Manufacturing

Vytautas Ostasevicius
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Digital twins, the Internet of Things (IoT) and the electronic, physical 
system are key concepts in the „Industry 4.0“ Digital twins use cloud-
connected machine sensors to load real-time operational data, creating 
state-of-the-art virtual simulations of real-world machines, where IoT is 
the key to modelling large-scale digital twins. The term „digital twin“ cov-
ers virtual and physical replicas of a product, a machine, or an entire 
manufacturing process that are used as a specific test-bed for the pro-
cess or product, where the changes made can be simulated before being 
implemented in real life. The desired result is the quality of the product, 
often related to the dynamics of the cutting tools, which could be as-
sessed using virtual or physical twins and predicted by artificial intel-
ligence (AI) methods. The paper presents detailed methodologies devel-
oped using artificial neural networks and machine learning, supported 
by process modelling in digital twins, based on technological solutions 
and data validation.
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Two main approaches are used for evaluating the performance of a word 
embedding model - intrinsic and extrinsic evaluation. Intrinsic evaluation 
metrics measure the quality of a model independent of a specific ap-
plication. However, the best way to evaluate a model is by applying it to 
an Natural Language Processing (NLP) application and measuring how 
much this application improves. Thus, different NLP tasks, such as senti-
ment analysis, are employed for model evaluation.  

Semisupervised learning approaches can be used as a testbed for 
evaluating word embedding and transformer-based models in NLP 
tasks. Training a classifier in a supervised learning approach requires 
large amounts of labelled data in order to achieve acceptable quality 
measures. Meanwhile, a semisupervised model is capable of achieving 
comparable quality with small training sets by additionally employing 
pre-trained models. 

In this research, models are tested and compared by applying them 
to a semisupervised social text sentiment analysis task for Lithuanian 
language social texts. A small dictionary, initially derived from a relatively 
small training dataset of labelled 500 reviews, is further expanded using 
several word embedding models. 

A dataset containing 10,000 online Lithuanian language reviews from 
the e-commerce domain was used for training neural network classi-
fiers and word embedding models in sentiment analysis experiments. 
For comparison, two instances of pre-trained word embedding models 
were also used. One of these pre-trained models uses Common Crawl 
and Wikipedia texts, while the second one was trained, additionally using 
crawled social media texts. 
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As a result, a semisupervised learning approach with a fastText word 
embedding model trained on a domain-specific dataset was able to 
reach the F1 score of 81.6%, which is comparable to the F1 score of 83% 
for a CNN classifier in our sentiment analysis experiment.

It is shown that the accuracy of sentiment analysis using a semisu-
pervised learning approach with the expanded dictionary is considerably 
higher, compared to the accuracy of the supervised learning approach 
with a small training dataset, and is close to the accuracy of a super-
vised learning approach with large training datasets. It is also shown that 
word embedding models for morphologically rich Lithuanian language, 
trained on a domain-specific dataset, outperform corresponding pre-
trained word embedding models in semisupervised learning tasks. 
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The abundance of data and the development of information technologies 
enable solving of large-scale decision-making problems at high levels of 
detail. In some applications, it is reasonable to consider many individual 
objectives to accurately address the balance of interests. Moreover, if 
multiple scenarios are introduced to model uncertainty, the number of 
objectives increases many-fold. However, dealing with many objectives 
using traditional decision-support tools is problematic due to the limita-
tions of human cognitive capacities. We present recent developments of 
techniques that provide interactive decision support for solving many-
objective optimisation problems.
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Risks and Solutions of Bitcoin Instant 
Payments With Zero-Confirmations at 
Physical Points of Sale and Services

Eimantas Rebždys, Saulius Masteika, Kęstutis Driaunys

Vilnius University
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The aim of this study is to identify the risks associated with double 
spending fraudulent activity when accepting bitcoin payments with ze-
ro-confirmations at physical points of sale and services without the use 
of an additional layer of lightning network or creating an inner user’s 
sub-network with the crypto exchange service provider. The study de-
tails and compare potential cyber-attacks like Sybil attack, Eclipse attack, 
Replay attack, 51% attack, Vector-76 and Replace by Fee mechanism 
vulnerability on the bitcoin network when processing instant payments. 
The objectives of the research is to examine the mechanism of possible 
double spending attacks, to evaluate the risks and relevance and to pre-
sent possible solutions and preventive measures that can be applied to 
address loopholes in Bitcoin instant payments with zero confirmations. 
The results can be interesting for businesses with non-e-commerce ac-
tivities and be applied to the development of an instant bitcoin payment 
prototype and use case solutions.

Acknowledgement: This project has received funding from Europe-
an Regional Development Fund (project No 13.1.1-LMT-K-718-05-0006) 
under grant agreement with the Research Council of Lithuania (LMTLT). 
Funded as European Union’s measure in response to Cov-19 pandemic.
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The quality of education is an issue around the world. Researchers ana-
lyse not only national education data but also cross-country compari-
sons. High volume and special structure International Large-Scale As-
sessment data (ILSA) such as PISA (Programme for International Student 
Assessment), TIMSS (Trends in International Mathematics and Science 
Study), PIRLS (Progress in International Reading Literacy Study), and 
others, are used to compare students’ achievement in mathematics, sci-
ence, and reading within and between countries. Such data can be ana-
lysed using commercial software such as SPSS, SAS, Mplus, etc., or the 
open source software R. 

We reviewed five open-source R software packages for statistical 
analysis of ILSA data: BIFIEsurvey, EdSurvey, intsvy, RALSA, and svyPV-
pack. After analysing the advantages and disadvantages of each pack-
age, we have developed a new tool, EFECTAS, based on the BIFIEsurvey 
and EdSurvey packages. The tool is designed to analyse PISA, TIMSS and 
PIRLS data from 2015 onwards. With EFECTAS, the user can calculate de-
scriptive statistics, correlation, linear and logistic regression, and create 
multilevel analysis models. The results of the functions are informative 
and presented in tables. The results of most functions are presented on 
screen and in an MS Excel document.
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Researchers usually focus on student achievement when analysing the 
quality of education. The Programme for International Student Assess-
ment (PISA), is a large-scale assessment that provides data on math-
ematical, science, and reading literacy for 15-year-old students. PISA 
also collects information about students’ motivational, family, and insti-
tutional factors, which can explain differences in student achievement 
at the individual, school, and country levels. The effect of motivational 
constructs on students’ achievement is very rare in literature. Starting 
to look at the impact of motivational constructs first requires sufficient 
evidence of the measurement invariance (MI). Three motivational con-
structs the work mastery, competitiveness, and fear of failure, were 
chosen to evaluate MI in PISA 2018. Every motivational construct was 
evaluated by three questions. Reading performance was chosen as an 
educational outcome. Because there is evidence that economic, social, 
and cultural status and gender affect student achievement (e.g., Thomas 
& Stockton, 2003; OECD2013), we controlled for these variables. In this 
study, we tried to answer the following questions: Do we have MI of mo-
tivational constructs across EU countries in PISA 2018? Do the relation-
ships between motivational constructs and reading performance differ 
in EU countries? 

The sample included 183824 15-years-old students from 26 EU coun-
tries in PISA 2018. The study consists of three stages. The overall sample 
and single-group CFA models for each EU country were constructed in 
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the first stage, and MG-CFA model for all EU countries was constructed 
in the second stage to test the MI of motivational constructs. The re-
sults of these models confirmed the MI of the motivational constructs. In 
the third stage, a two-level MG-SEM model was constructed to examine 
the effect of three motivational constructs on students’ reading achieve-
ment. The obtained model fit indices indicate an acceptable model fit. 
The results of the MGSEM model estimates for the 26 EU countries show 
that at least one motivational construct is statistically significant for 
reading achievement in all analysed EU countries.
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In the context of the global information war, propaganda is disseminat-
ed massively and systematically through mass media, news portals and 
social networks to manipulate public mood and behaviour. This is aimed 
at demoralising, having a psychological effect and indoctrinating. Social 
groups, caught in the bubbles of propagandistic information flows, be-
come radicalised and polarised not only in terms of political but also 
social behaviour, which leads to the loss of (i) mutual agreement, (ii) trust 
in government institutions, (iii) the cohesion of civil society, (iv) the ability 
to resist external influences, and (v) the overall social capital of society. 
The objective of this study is to review the latest five-year deep learn-
ing applications for automated propaganda detection. We apply PRISMA 
systemic review research method and corresponding meta-analysis. 
Obtained insights and observations serve to develop further a decision-
support tool to detect propaganda in news articles and social media. For 
that matter, we explore the best methods to detect propaganda signs, 
classify them according to types of propaganda and rank them in English 
and Lithuanian language. In the presented research, we pay particular 
attention to the best language models and transformers capable of fine-
tuning the textual data to the specific language context.
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«To be or not to be» is a legendary question. We face a similar ques-
tion when we have limited and hard-to-access data. In this case, using 
synthetically generated data, we do not know whether the assumptions 
used in generating it are correct and similar in reality. This study uses 
three different synthetically generated, publicly available datasets of 
money laundering cases. By applying Random Forest, Generalized Lin-
ear Regression, XgBoost, Isolation Forest and Ensemble machine learn-
ing methods, it was tested whether the merged datasets were better or 
not. After training the models on one dataset, the methods performed 
well when tested on the rest of the same set, but when tested on other 
sets, the models classified most of the values into one class, and the 
AUC score was around 50%. This showed that the datasets are gener-
ated based on different assumptions and cannot be verified. When the 
datasets were merged, and the models were tested on other datasets 
as well as the remaining test sample from the merged dataset, they per-
formed more accurately. XgBoost correctly identified 84.4% of all money 
laundering cases and 96.3% of legitimate payments.
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The Internet of Things (IoT) takes promises the possibility of connecting 
billions of objects into networks providing a wide variety of information.

The exponent growing number of connected heterogeneous objects 
brings security issues for the identification and authentication method 
of IoT. The major security risks for the identification and authentication 
method of IoT objects are identity spoofing, network disruption, signal 
jamming, software modification, unauthorised access, and information 
disclosure. A security risk assessment is an essential part of the informa-
tion security process that identifies critical assets, threats, vulnerabilities 
in the IoT and then removes found hazards or minimizes the level of their 
risk by adding control measures and taking precautions with respect to 
security issues. Therefore, the ultimate goal of the security risk assess-
ment is to measure the risk using a testing process of the identification 
and authentication method of IoT objects in order to obtain numerical 
values that could be used to compare the obtained security risk for each 
asset and process. Existing identification and authentication methods of 
IoT objects are based on a centralized model which has risk with a single 
point of failure.

Meanwhile, a blockchain-based identification and authentication 
method of IoT objects is considered an alternative that eliminates a sin-
gle point of failure and uses a cryptographic hash function as the core 
of security.

A blockchain-based identification and authentication can help pre-
vent the loss of identities, effectively detect frauds and mitigate critical 
risk issues, provide transparent and secure authentication of different 
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IoT objects. The aim of this work is to propose a structured methodologi-
cal approach to identifying security threats and assessing related secu-
rity risks for blockchain-based identification and authentication method 
of IoT objects. Resulting of this assessment, countermeasures are pro-
posed to improve blockchain-based identification and authentication 
method of IoT objects.
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The aim of the presented investigation is to explore the time gap be-
tween anomaly appearance in continuously measured parameters of 
the device and a failure related to the end of the remaining resource of 
the device-critical component. In this investigation, we propose to use 
a recurrent neural network to model the time series of the healthy de-
vice parameters in order to detect anomalies by comparing predicted 
values with actually measured ones. An experimental investigation was 
performed on SCADA estimates received from different wind turbines 
with failures. A recurrent neural network was used to predict the oil 
temperature of the gearbox. The comparison of the predicted oil tem-
perature values and actual measured ones showed that anomaly in the 
gearbox oil temperature could be detected up to 17 days in advance 
before the failure of the device-critical component. Performed inves-
tigation compares different models that can be used for temperature 
time-series modelling and the influence of selected input features to the 
performance of temperature anomaly detection.
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Various technological changes and the ever-increasing digitisation of in-
formation have forced the music industry to move gradually from physi-
cal recordings and live performances to online space. However, this also 
made the amount of available online content increase rapidly. Therefore, 
various recommendation systems were developed to deal with the vast 
amounts of available music. In this work, we propose a music informa-
tion retrieval and deep learning-based music recommendation method, 
which combines various musical features to adapt to the human music 
similarity perception. We combined seven musical feature extraction 
methods to create this recommendation model: Mel Frequency Cepstral 
Coefficients, Chromagram, Tempogram, Zero-Crossing rate, Autoencod-
er, Variational Autoencoder, and OpenL3 embeddings models. First, the 
model was trained to identify the audio similarities using a database of 
4039 songs from 11 popular genres. Then, the recommendation model 
was evaluated by comparing the methods’ recommendation results with 
the experts’ music similarity perception and music ranking ability results. 
The evaluation results showed that the Chromagram features gave the 
results which were the closest to the human music similarity perception.
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There is a need for vast amounts of training and testing data for research 
and the development of artificial intelligence technologies. However, the 
usage of real-world data (especially social media data) is often protected 
by data protection regulations, such as GDPR. This makes a significant 
proportion of data unavailable to use in research. The problem can be 
overcome by generating synthetic data that imitates real-world data 
but still abides by data protection regulations. Fabulator is a synthetic 
generator of social media data where synthetic graph structures and 
synthetic text are combined. For text generation, we took pretrained 
dialogue response generation model (DialoGPT-medium) (Zhang et al., 
2019) and retrained it with two different datasets, so the generation of 
conversations following different topics and perspectives would be pos-
sible. We used relevant Reddit data for this retraining, which resulted in 
2 dialogue response generation models (“political” and “conspiratorial”) 
which interact with each other. Our retrained models reached 0,58 mean 
ROUGE value, and 11,63 mean perplexity score, indicating good quality 
models. We got a low mean BLEU score which indicates that generated 
texts differ in their structure, though they are grammatically correct and 
meaningful. For the graph generation part, we chose to apply numbers 
of different events and links to be generated randomly by fake social 
(https://github.com/berfr/fakesocial) social network generator. It gener-
ates a simple social network consisting of fake users who have connec-
tions, makes posts, comment, and like these posts as well. User profiles 
utilise generated images as profile pictures, while generated text serves 
as posts and comments. The whole social network is packaged as a web-
site. Generated graph met the requirements in terms of user profile and 
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network structure. We believe that the combination of graph and text 
provides data that is more relevant and that can be used for further re-
search of social media interactions. Our generator is initially oriented to-
wards Reddit data, though further research will focus on other platforms 
as well in order to find a more comprehensive, generalised solution.
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In this work, we consider the tourist trip design problem. To maximise 
tourists’ satisfaction during their visit, choosing the most appropriate at-
tractions from an extensive set is necessary. In addition to standard con-
straints such as the maximum tour duration, the constructed tourist trip 
design problem also considers practical conditions such as mandatory 
visits, time limits for different types of locations, the limits of similar at-
tractions, etc. As this work is under active development, new constraints 
may be needed as the project progresses. 

Due to the NP-hard nature, a new genetic-type metaheuristic algo-
rithm is proposed to find the most optimal or near-optimal tourist trips 
for complex cases. We used an actual dataset from the city of London 
(UK) to demonstrate the proposed algorithm’s effectiveness and poten-
tial. Results indicate that the algorithm solved the personalised tourist 
trip design problems efficiently and achieved high accuracy in a reason-
able time. 

This research has received funding from the Research Council of Lith-
uania (LMTLT), agreement No. S-MIP-21-53.
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Prostate cancer is one of the leading causes of cancer death worldwide. 
Among males, prostate cancer has the second highest incidence rate af-
ter lung cancer (2018). Although death rates have been decreasing in 
some countries, it remains a considerable disease affecting many pa-
tients and early diagnosis and treatment are critical. Preliminary identifi-
cation of cancer involves biopsy PSA protein screening, elevated levels of 
which indicate an increased likelihood of prostate cancer. PSA screening 
is then followed by a biopsy. Unfortunately, such testing is invasive and 
prone to false-negative and false-positive results, so a less invasive and 
more reliable procedure is needed. Currently, evaluation is based on 
multi-parametric MRI, which contains several imaging sequences, each 
having its own acquisition methods and purpose, and the final diagnosis 
is formulated based on all of them in conjunction. According to Prostate 
Imaging-Reporting and Data System (PI-RADS), a structured reporting 
scheme for MRI-based evaluation of prostate cancer, the main imaging 
sequences are T2-weighted (T2w), Diffusion Weighted Imaging (DWI), 
and Dynamic Contrast Enhancement (DCE). The decision-making of can-
cer assessment follows a rule-based system which differs depending on 
lesion location – either peripheral or transition zones of the prostate. For 
the peripheral zone, the primary sequence is DWI while the secondary is 
DCE; for the transition zone, primary and secondary imaging sequences 
are T2w and DWI, respectively. T2w imaging helps with characterising 
the size, form, and texture of the lesion. DWI characterisation is based 
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on proton diffusion-determined signal intensity, and clinically significant 
cancer appears brighter due to lower diffusion. DCE determines the rate 
of enhancement – rapid and early signal increase is associated with ma-
lignant tissue. This work is dedicated to investigating the quantitative 
relationship between the three imaging sequences. Such evaluation is 
accomplished by doing a pairwise comparison between T2w, DWI, and 
DCE signal intensities of benign and malignant prostate regions verified 
by MRI-targeted biopsy.



13th Conference on92

Discrete-Time Risk Models for  
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The so-called risk renewal model with certain supplements describing 
the investment environment is commonly used to describe the non-life 
insurance business. The main part of such models is described by the 
flow of claims. If claims are considered to be integer-valued, then we get 
the so-called discrete time risk renewal model. If we additionally know 
that claims are identically distributed, then a homogeneous discrete-
time risk model is obtained. The critical characteristics of such a model 
can be calculated using recursive formulas. If the homogeneity of the 
model is abandoned, it is also possible to apply analogous recursive for-
mulas to calculate the critical characteristics of the model. However, ad-
ditional problems arise related to finding initial values. The presentation 
will discuss two fundamentally different ways of finding the necessary 
starting values for a seasonal discrete-time risk model. The results pre-
sented in articles [1] and [2] will be discussed during the presentation.

[1]  A. Grigutis, J. Šiaulys, Recurrent sequences play for survival probability of dis-
crete time risk model, Symmetry, 12(12), 2111–2131, 2020.

[2]  A. Grigutis, J. Jankauskas, J. Šiaulys, Multi seasonal discrete time risk model 
revisited, arXiv:2207.03196v1.
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Company Recommendation Model: 
Empowering the Accounting System  
and Publicly Available Data

Rokas Štrimaitis, Pavel Stefanovič,  
Simona Ramanauskaitė, Asta Slotkienė
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Business management requires constant decision-making. Usually, 
the selection of suitable partners for collaboration is very intuitive, ex-
perience-based skill or requires the usage of data analytics. The most 
important aspect to get an explainable recommendation for possible 
collaboration between companies is data. In this research, a company 
recommendation model is created to incorporate both the accounting 
system and publicly available data. The accounting system data is used 
to estimate the collaboration effectiveness of existing collaboration cas-
es. The publicly available data include company registration data and 
news portal article texts. The news article data include the detection of 
the company mentioning, estimation of its sentiment and context cate-
gory. Separate models were developed for different data extraction and 
analysis. A combined company recommendation system was designed. 
Model validation with gathered test cases demonstrated 70% recom-
mendation accuracy.
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Acoustic analysis-based pathologic voice assessment is not a new task and 
research activity. Sixty years ago, researchers focused on the changes in the 
voice generation process, the physiological causes of these changes, and 
the acoustic features of pathologies. Nowadays, artificial intelligence-based 
approaches dominate studies:  end-to-end pathologic voice analysis, intel-
ligent feature selection techniques, and evaluation of pathology degrees. 

Despite the apparent progress in the field of pathologic voice analy-
sis, some signs of research stagnation or cyclicality can be seen. Acoustic 
features proposed and studied 60 years ago make a comeback today 
with a deep networks-based classification paradigm. This paradigm also 
revived the attempts to deal with the problem by applying artificial neu-
ral networks, the idea that had vanished during the last century ending 
decades. Even today, we cannot define the relationship between the re-
sults of the objective approaches we apply and the subjective techniques 
widely used in clinical practice.

In this study, we present the results of the acoustic analysis of the path-
ologic voice review. We have analyzed studies starting from the first re-
sults until recent ones. We have summarized and grouped these results by 
decades. We have tried highlighting the critical achievements and trending 
directions in pathological voice analysis: features and feature sets, feature 
selection, and decision-making. Based on this grouping and group attrib-
utes, we have tried to detect problematic and weak points in research and 
their impact on results. At the end of this study, we have attempted to 
summarize the analysis results and tried to identify further directions in 
this domain: what more should be done to make an acoustic analysis one 
of the standard screening testing techniques acceptable to clinicians.
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Convolutional Neural Network  
Approach for Anomaly-Based  
Intrusion Detection on IoT-Enabled  
Smart Space Orchestration System
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Artificial intelligence approaches have been used in a variety of industries, 
including business, engineering, management, science, the military, and 
finance, thanks to the rapid development of AI in information process-
ing applications. Technologies were competing to offer the finest service 
to people. The concept of smart infrastructures, such as the smart grid, 
smart factories, or smart hospitals, was created by developing Internet of 
Things (IoT) technology. The Internet of Things is a new technology that is 
rapidly growing in popularity nowadays. IoT devices, on the other hand, 
are a soft target and open to attack. Security analysts and attackers are 
engaged in an ongoing conflict. Because attacks are always changing, re-
searchers and security analysts are under pressure to adapt to current 
threats by strengthening their defences. Finding anomalies in IoT device-
based data is extremely difficult to maintain due to the complexity and 
diversity of today’s malicious activities. In the age of artificial intelligence, 
this study focuses primarily on IoT-based anomaly detection applications 
and development trends in the area of IoT security. This study offers a 
deep learning-based intelligent system for detecting anomalies in the dis-
tributed smart space orchestration systems DS2OS dataset to prevent se-
curity breaches. The proposed convolutional neural network approaches 
achieved, i.e., ReLu_CNN, test accuracy of 99.1% with a false-positive rate 
of 0.9% and ReLu_CNN-LSTM, test accuracy of 98.8% with a false positive 
rate of 0.8%. These cunning methods investigate anomalies and attacks 
in IoT-enabled systems. Also, this paper successfully classifies the eight 
classes of attacks; Normal (NL); Scan (SC); Malicious Operations (MO); De-
nial of Service (DoS); Spying (SP); Data Probing (DP); Wrong Setup (WS); 
Malicious Control (MC) for which both techniques; ReLu_CNN and ReLu_
CNN-LSTM, perform and optimise results differently.
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The number of financial institutions that do include cryptocurrencies in 
their portfolios has increased in recent years. These are the first purely 
digital assets that are included in hedge funds and asset managers port-
folio. Cryptocurrencies price prediction is attracting growing attention 
from researchers and investors. Although they have some similarities 
with most traditional assets, they do have their own behaviour as an 
asset is still in the process of being understood. It is, therefore impor-
tant to test this highly noisy and risky financial instrument, especially 
during critical financial periods. Market fear is a critical macroeconomic 
construct which demands in-depth and thorough monitoring due to its 
strong nexus with critical financial assets, even in normal circumstances. 
A lot of works has been done from the beginning of the pandemic, which 
focused on the impact of COVID – 19 pandemic to financial instruments. 
However, there is little information of the effect to cryptocurrencies, es-
pecially in high-frequency environments. In this research, authors imple-
ment their created testing method for the automated high-frequency 
trading strategy, which was previously not tested using cryptocurrency 
data and was not implemented during a critical finance environment. 
HFT algorithm testing method allows to parallelise data normalisation, 
trading pair selection, position opening/closing, deletion of unnecessary 
trade pairs, and closing of long-held transactions that are performed si-
multaneously at the same time.
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Dynamic contrast enhancement image sequence is one of the multipara-
metric magnetic resonance imaging modalities used to detect cancerous 
regions in the prostate. This image sequence is acquired by capturing the 
prostate region several times, resulting in prostate region images acquired 
in different timestamps with an interval of several seconds. The previous 
investigation covered the following steps. Firstly, a single timestamp image 
is selected, and the prostate region is segmented. Secondly, obtained seg-
mentation map is projected on all images at timestamps, allowing to moni-
tor prostate segment‘s intensity change at different timestamps. Then, 
functional data analysis methods are applied to each segment‘s data. Last-
ly, multivariate data obtained were used for machine learning modelling 
resulting in the classifier of the prostate segments into cancerous and be-
nign classes. By investigating the previous research more thoroughly, this 
study aims to inspect whether the timestamp selection influences classifi-
cation performance. The tests are accomplished using the XGBoost classi-
fication algorithm and the obtained features from functional data analysis. 
The experiment results indicate that choice of timestamp for segmentation 
is statistically insignificant. The segmentation map selection is tested on 
functional data using the nearest centroid classifier. Map selection inves-
tigates whether the proportionate number of Simple Linear Iterative Clus-
tering regions to the prostate outperforms the fixed region number map. 
The comparison indicates that a fixed number of regions yields statistically 
more accurate results. Finally, the experiments show that non-registered 
functional data produces more accurate results statistically.
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It is known that ultrasound-based (Usb) therapy can activate both central 
and peripheral blood flow, thus improving tissue macro/macro perfu-
sion, especially in cases of pathology. Piezoelectric transducers can also 
be used for that purpose, the high-frequency oscillations of which create 
stimulate blood flow in tissues, improve metabolism, activate lymph cir-
culation, stimulate microcirculation of the skin and subcutaneous tissue, 
increase the proliferation of leukocytes and other immunocompetent 
cells, increase the mobility and number of erythrocytes in the blood. It is 
also known that neurosensory structures are the most sensitive to ultra-
sound, and all blood vessels, without exception, have integrated nerve 
fibres in their wall, through which both contraction and relaxation of the 
blood vessel can be successfully regulated and modulated. 

We developed an ultrasonic blood flow stimulation device which ena-
bles a relatively localized increase in micro/macro blood flow efficiency 
by creating a resonant vibration generation system combining a piezo-
electric buzzer transducer, an ultrasonic generator, and a controller. We 
evaluated general blood tests and specialized thromboelastometry tests 
using 30W, 60W and buzzer-type Usb action. Computer modelling was 
performed using the Comsol Multiphysics software package. 

No structural changes on general blood tests were founded by us-
ing 30W and the buzzer Usb application. Using of 60W Usb we found 
a decrease on RBC, HGB, HCT and an increase on MCHC, RDW, PLT ex-
pression. No significant changes were founded on EXTEM, INTEM, but 
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increased CT and CT(A5) on FIBTEM by using 30-60W Usb. Also, we ob-
served a gradually increasing of CFT and ML expression with no changes 
in EST, which could be clinically important. Looking at specific platelet 
functional status, we found increased APTT, FbC, SPA/INR and D-dimer 
expression. 

In conclusion: disorders of hemostasis mainly manifest as bleeding 
or thrombosis. Using extracorporeal Usb in therapeutic parameters can 
successfully adjust disorders of the blood plasma coagulation system 
that occur due to insufficient activity of coagulation factors or their defi-
ciency, identify other hemostasis disorders and evaluate the success of 
treatment.
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Data from international pupil achievement surveys show that the gener-
al learning outcomes of Lithuanian pupils in the international context re-
main quite average (EBPO PISA, 2018), while the national achievements 
of pupils are also not high. It is important to look for a variety of tools 
that can help students achieve higher learning outcomes. Non-formal 
education is one of the directions that help to solve this problem. This re-
search is looking for recommendation systems based on machine learn-
ing models that can recommend to the pupil the non-formal education 
field to improve learning outcomes.

A generator of recommendations for informal education services 
has been developed, forming personal recommendations for users of 
formal education based on the newly developed algorithms of machine 
learning.  The recommendation generator consists of parts such as a 
data preparation aggregator that collects and transforms data.  One of 
the main parts of the model is the classification of text-based feedback 
messages from teachers into established categories using the NLP (Nat-
ural language processing) technique. A multi-layered LSTM network is 
trained to prepare the data, with the help of which a recommendation 
for the non-formal learning direction is subsequently provided. 

The developed non-formal science recommendation generator is 
available as a tool that can help students achieve higher learning out-
comes. 
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The Optic Disc and Optic Cup are the key parameters in eye health as-
sessment which is manual and time-consuming. With the help of com-
puter-aided systems, this assessment can be automated and work as an 
advisory opinion for doctors. Here, accurate segmentation of the Optic 
Disc and Optic Cup is essential as the ratio of these parameters is used in 
various eye diseases such as glaucoma diagnosis. One of the computer-
aided systems is a Convolutional Neural Network that uses eye fundus 
images of the same size. The variety of images size caused by different 
eye fundus cameras is aligned using an image resizing technique where 
the image interpolation occurs. In this research, we applied the three 
most common interpolation methods, such as bilinear, nearest neigh-
bour, and bicubic, and evaluated the impact on Optic Disc and Optic Cup 
segmentation caused by these interpolation methods. The experiments 
on the Drishti dataset demonstrate that Optic Disc segmentation by Dice 
increased from 0.92 to 0.96 and Optic Cup – from 0.83 to 0.85, resizing 
eye fundus images to a size of 256x256 by bicubic interpolation than 
bilinear.
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The aim is to go through the process of evaluating the risk of a stock 
in view of its own past time information and inter-relations between 
stocks. By modelling risk, attention is drawn to asymmetry, heavy-tailed 
distribution and external regressors. The importance of these features 
is proven by comparing the diagnostic of models with and without them. 
Models used for risk analysis are univariate and multivariate GARCH 
(Generalised AutoRegressive Conditional Heteroskedasticity), together 
with change point analysis which are further applied to budget European 
airline companies’ stocks. The findings are that asymmetry, leptokurto-
sis and some exogenous regressors are important in risk analysis as they 
increase accuracy. Furthermore, in the means of own and other stock’s 
past time information, companies can be ranked from the riskiest to the 
least risky.
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Optimisation of Electric Vehicles  
Charging Station
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As the number of electric vehicles grows, the need for charging stations 
and the relevance of the limited resources problem increases. Many 
charging stations are powered only by a limited amount of electricity. 
Therefore, not all arriving cars can charge to their maximum potential. 
The distribution of electricity power to consumers must therefore be 
optimised. To ensure a positive charging experience for the customer, 
it is important to consider their needs when designing the charging sta-
tion: while some prioritise fast charging, others aim for the lowest cost 
possible. Our research focused on developing a methodology for opti-
mising electric car charging, which divides users into three categories 
based on their priorities (time and money costs). Whenever there are 
several electric cars of the same category at the charging station, a linear 
programming problem is created in order to distribute electric power 
according to arrival time and battery capacity. Experimental studies 
were conducted to assess whether the arrival time of an electric car or 
its battery capacity is more important in a linear programming problem. 
In order to conduct the research, we used a set of generated data, which 
includes the technical characteristics of the vehicles, the user category 
selected, and the time of arrival of the vehicles. Kruskal-Wallis test and 
Dunn’s statistical test were applied in order to determine whether the 
difference in the obtained models results is statistically significant. It was 
found during the research that the best-performing model is based on 
equal weights assigned to two parameters: the arrival time of the electric 
vehicle and its battery capacity.
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Industrial conveyors are used in production process to ensure its effi-
ciency in terms of timely transportation of loose materials and assem-
bled units. In industrial applications, new conveyor belt solutions may 
substantially reduce overall production costs. The investigated object 
was the model of belt conveyor (CB) with strain gauges placed on the 
roller to measure belt strain in real-time work conditions. Objectives of 
the study were to develop ML models for classification load-ed and un-
loaded conditions of CB and to identify optimal signal length of tensile 
pressure which enables achieving the best classification accuracy. Test 
campaign included measuring static tension under 2 kg load in different 
points of the CB and measurements in dynamic conditions. Ten-sile sig-
nals were divided into 0.2 s, 0.4 s, 0.8 s, 1.6 s, 3.2 s and 5.0 s length. There 
were developed 5 models (LR, SVM, RF, LSTM, and Transformer) for dis-
tinguishing loaded and unloaded conditions of CB. In shallow machine 
learning models (LR, SVM, and RF) the accuracy of the model increased 
by 4% on the average each time when the signal length was doubled. RF 
was the most accurate among the three models and was able to classify 
3.2 s and 5.0 s-length signals with an accuracy of 79% and 78%, which 
was by 3% higher than that of LR or SVM. The accuracy of deep learning 
models (LSTM and Transformer) increased very rapidly with increasing 
signal length and an accuracy of 100% was achieved when using both 
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models with the longest signals. The ac-curacy of Transformer increased 
on average by 8% when doubling the signal length and after training with 
the longest signal of 5.0 s, its accuracy reached 100%. The accuracy of 
LSTM model grew even faster and after training with the 1.6 s signal, the 
accuracy reached 100%.
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