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Abstract: The outbreak of war and the earlier and ongoing COVID-19 pandemic determined the 
need for real-time monitoring of economic activity. The economic activity of a country can be de-
fined in different ways. Most often, the country’s economic activity is characterized by various in-
dicators such as the gross domestic product, the level of employment or unemployment of the pop-
ulation, the price level in the country, inflation, and other frequently used economic indicators. The 
most popular were the gross domestic product (GDP) and industrial production. However, such 
traditional tools have started to decline in modern times (as the timely knowledge of information 
becomes a critical factor in decision making in a rapidly changing environment) as they are pub-
lished with significant delays. This work aims to use the information in the Lithuanian mass media 
and machine learning methods to assess whether these data can be used to assess economic activity. 
The aim of using these data is to determine the correlation between the usual indicators of economic 
activity assessment and media sentiments and to forecast traditional indicators. When evaluating 
consumer confidence, it is observed that the forecasting of this economic activity indicator is better 
based on the general index of negative sentiment (comparisons with univariate time series). In this 
case, the average absolute percentage error is 1.3% lower. However, if all sentiments are included 
in the forecasting instead of the best one, the forecasting is worse and in this case the MAPE is 5.9% 
higher. It is noticeable that forecasting the monthly and annual inflation rate is thus best when the 
overall negative sentiment is used. The MAPE of the monthly inflation rate is as much as8.5% lower, 
while the MAPE of the annual inflation rate is 1.5% lower. 

Keywords: clustering; economic activity; natural language processing; NLP; transformers; BERT; 
forecasting; nowcasting; economic sentiment 

MSC: 68T50; 91B84; 62H30 
 

1. Introduction 
Currently, artificial intelligence is subject to more and more different applications in 

practice. One of the areas of artificial intelligence that has seen significant improvement 
in recent years is natural language processing. Natural language processing is a discipline 
with characteristics of linguistics and computer science. This field applies various mathe-
matical and computational methods to natural language processing. The application areas 
can be diverse and include text reading and voicing [1], automatic translation [2] (which 
everyone often uses), automatic text correction [3], information search [4], and many other 
areas. Natural language processing is widely used in the activities of companies, both for 
the previously mentioned tasks and for various others. One such task is sentiment analy-
sis. Sentiment analysis uses mathematical methods and textual information to determine 
whether the presented text is positive or negative [5,6]. Furthermore, the text can be 
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analyzed in another way: deciding whether the text is positive or negative and deciding 
the mood of the text itself. This application of natural language processing allows one to 
automate various processes and increase the speed of data analysis. Even with enormous 
amounts of data, it is possible to determine whether the analyzed texts are positive or 
negative. This application can not only be used in the activities of companies, and specif-
ically user feedback on companies, but also to evaluate economic processes. Currently, to 
link information in the press with economic, political, and other phenomena, indices are 
usually used and calculated based on the number of certain words in the text [7,8]. The 
authors calculated words such as economy, uncertainty, industry, politics, regulation, def-
icit, etc. Repetition in the texts is made up of an index based on them [9,10]. A compilation 
of the index allows the researcher to link the obtained index with other indicators to assess 
the relationship of certain events, such as wars, representing the crisis with the index. 
Newer research shows that the relevance of this topic is indeed great, and the authors’ 
attention is currently explicitly directed to the application of machine learning in senti-
ment analysis. One such study is Shapiro et al. (2022), which applied both word-based 
computing and machine learning techniques [11]. It is also important to mention that 
many studies rely on more straightforward methods, such as bag-of-words (BoW) and 
global vectors for word representation (GloVE). However, it is also noticeable that more 
and more diverse machine learning methods are being used, providing faster and often 
better results [12,13]. Moreover, a smaller dataset is often used due to possible computa-
tional problems or limited data availability. It is also noticeable that news sentiment anal-
ysis is often associated with stock markets, as they are susceptible to various events and 
people’s moods [12,14]. However, this use is not limited to predicting these indicators and 
can be applied to predicting various other indicators. This article aims to use natural lan-
guage-processing technologies to analyze the news portal’s news and determine whether 
the news sentiment index influences different indicators of economic activity. The article 
hypothesizes that the index of negative Lithuanian news is inversely related to indicators 
of economic activity. For example, as the negative Lithuanian news index increases, the 
unemployment rate increases and GDP decreases. This hypothesis is based on the fact that 
possible negative consequences for the economy are discussed before specific economic 
processes occur, so the use of natural language processing for this purpose can help pre-
dict economic indicators faster and even more accurately. This research paper may con-
tribute to the development of natural language, and by establishing that news sentiment 
analysis can be used to predict economic activity, it may help to establish further economic 
guidance. 

This article is organized as follows. Section 2 introduces the concept of economic ac-
tivity, methods of economic activity assessment, and indicators used. The third chapter of 
this article introduces natural language processing methods and models used in natural 
language sentiment analysis. The fourth chapter of this article discusses the data, meth-
ods, and metrics used in the research. The fifth chapter discusses the results obtained dur-
ing the research and compares different methods of sentiment analysis and forecasting 
indicators based on the sentiment index. Finally, the conclusions and future work are dis-
cussed in the sixth chapter. 

2. Economic Activity 
The outbreak of war and the earlier and ongoing COVID-19 pandemic determined 

the need for real-time monitoring of economic activity. The economic activity of a country 
can be defined in different ways. Most often, the country’s economic activity is character-
ized by various indicators such as the gross domestic product, the level of employment or 
unemployment of the population, the price level in the country, inflation, and other fre-
quently used economic indicators. The most natural way was to use the gross domestic 
product (GDP) and industrial production. However, such traditional tools have started to 
decline in modern times (when the timely knowledge of information becomes a critical 
factor in decision making in a rapidly changing environment) as they are published with 
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significant delays. The most common indicators of economic activity cover the economy 
according to different dimensions: private household consumption, production activity, 
labour market, domestic and international trade, prices, environment (conventional pol-
lution), transport, and logistics. States and investors seek to assess economic activity as 
soon as possible to make timely decisions. Data delay challenges are particularly painful 
during periods of various shocks (pandemic, war) when countries’ governments have to 
make urgent decisions. Economic shocks significantly distort macroeconomic forecasts 
due to the lag effect of traditional macroeconomic indicators and their nature [15,16]. 

When assessing the country’s economic activity, it is usually associated with the 
gross domestic product or changes in industrial production, which allow one to assess the 
actions taking place in the country’s industry/production [17–19]. However, as mentioned 
earlier, various sudden economic changes, such as war or pandemics, suggest that the 
usual indicators for monitoring economic activity are no longer sufficient. For this reason, 
the number of monitored indicators is expanded, and the frequency of their monitoring is 
increased to assess the situation in time [20–22]. Examples of such new data can be 
Google’s mobile movement data, satellite data, and other data related to people’s mobility 
during the pandemic [20,23]. These data were previously used very rarely, but now the 
conditions are set for broader use of such data. It is also worth noting that, for example, 
Google data can often be used in real time. In recent years, real-time/high-frequency data 
have received substantial attention. Although most methods are still based on historical 
data, which are characterized by a relatively significant lag (often a lag of one month), 
such a delay is significant for the accuracy of forecasts and the real assessment of the sit-
uation. This problem has been studied by several researchers [24,25], who unanimously 
agree that the lack of data is the main problem when making timely decisions. 

New economic modelling capabilities are being sought to help address this issue. For 
this reason, machine learning methods and their use are essential in economic modelling. 
Applying artificial intelligence methods (to analyse and interpret data, as well as provide 
more accurate forecasts) [26] and processing large amounts of data (Big Data) are both 
essential. Compared to previously used methods, machine learning methods can help to 
assess the situation better, as they often perform better than traditional methods. Some 
authors integrate machine learning techniques in their work in order to process large 
amounts of data, including various alternative indicators that have not been evaluated 
before [27–30]. The possibilities of processing large amounts of data make it possible to 
use data such as: 
• social media information (search keywords, comments); 
• business company data (prices of real estate and goods on online portals, the volume 

of transactions); 
• mobility data (fixed and mobile sensor data, satellite images, pollution data); 
• Energy consumption data; 
• Financial market data, credit card transactions; 

Forecasting becomes much simpler and can be carried out with extremely low latency 
with such data. It is all the more important to mention that the amount of data generated 
is increasing yearly. The high frequency of data generation makes it possible to have high-
frequency data; if data were only previously available once a year, it is now possible to 
have weekly, daily, or even hourly data [31–33]. Some authors use a combination of tra-
ditional and non-traditional indicators to obtain the best result [34,35], combining high-
frequency indicators with conventional and low-frequency macroeconomic variables. 
More and more researchers are using these indicators, indicating that these new indicators 
will become more and more important for economic monitoring in the future [26]. 

For this reason, as mentioned earlier, the aim of this work is to use the information 
in the Lithuanian mass media and machine learning methods to assess whether these data 
can be used for assessing economic activity. Furthermore, the aim of using these data is to 
determine the correlation between the usual indicators of economic activity assessment 
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and media sentiments and to forecast traditional indicators. Despite the growing number 
of scientific articles [30,34,36], confirming the contribution of high-frequency information 
means providing an accurate forecast of economic indicators. Research [37] is still refuting 
or requires further attention. However, various results and active discussions among sci-
entists only confirm the relevance and novelty of the problem. 

3. Natural Language and Transformers 
Natural language processing is the computer analysis and processing of natural lan-

guage (which can be both written and audio information) using various mathematical 
methods for linguistic application. Natural language processing can be used for a variety 
of tasks. Natural language processing was introduced in the mid-20th century, but only 
rule-based systems could be developed at that time. Later, neural networks, or rather re-
current neural networks (RNNs), were introduced. These neural networks made it possi-
ble to perform various tasks in which static values, and the dynamics of these values, are 
essential. Due to the shortcoming of these methods, which is related to their memory, 
another model of neural networks developed from them: the long–short-term memory 
neural network. After such great discoveries and their application in natural language 
processing, it seemed that the best result was achieved, but in 2017, a new structure of 
transformers was created [38]. Moreover, most natural language processing tasks are cur-
rently being solved using these structure models. Transformers can be said to have fun-
damentally changed the direction of natural language processing and allowed the devel-
opment of many different applications. The basic structure of transformer models is pre-
sented in the figure below (see Figure 1). 

 
Figure 1. Schematic structure of the transformer’s architecture. 

It can be said that the central element in the architecture of transformers is multi-
head attention, which is calculated using the following formulas [38]: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑄𝑄,𝐾𝐾,𝑉𝑉) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀(ℎ𝑀𝑀𝑀𝑀𝑀𝑀1, … ,ℎ𝑀𝑀𝑀𝑀𝑀𝑀ℎ)𝑊𝑊0 (1) 

ℎ𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 = 𝐴𝐴𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀𝐶𝐶𝐶𝐶(𝑄𝑄𝑊𝑊𝑖𝑖
𝑄𝑄,𝐾𝐾𝑊𝑊𝑖𝑖

𝐾𝐾 ,𝑉𝑉𝑊𝑊𝑖𝑖
𝑉𝑉) (2) 

𝐴𝐴𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀𝐶𝐶𝐶𝐶(𝑄𝑄,𝐾𝐾,𝑉𝑉) = 𝑠𝑠𝐶𝐶𝑠𝑠𝑀𝑀𝑠𝑠𝑀𝑀𝑠𝑠 �
𝑄𝑄𝐾𝐾𝑇𝑇

�𝑀𝑀𝑘𝑘
�𝑉𝑉 (3) 
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where Q is the query, K is the keys, and V is the values. Concat refers to the concatenation 
of layers and variable h describes the number of heads. 𝑊𝑊𝑖𝑖

0 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is a matrix of 
weights of the i-th head and dmodel is the size of the input embeddings and 𝑀𝑀𝑘𝑘 = 𝑀𝑀𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚/ℎ. 

Attention (·) is called scaled dot–product attention because their weight values are 
based on key and dot–product queries. The difference between multi-head attention and 
masked multi-head attention is that the former allows the model to see the future context. 
At the same time, the latter does not, so they are used in the encoder and decoder struc-
tures. The feed-forward component transforms the output from the last transformer de-
coder block into a probability distribution using FC layers with a softmax activation func-
tion. A position encoding is added to each input insertion to include the order of the input 
sequence. Currently, there are many models based on the structure of transformers, and 
most of the ones used in practice by various language researchers are based on the struc-
ture of transformers. Around four years ago, OpenAI released its first generative pre-
training transformer (GPT) model. This model was already a huge revolution in natural 
language processing, but two years later, OpenAI released a second version of the model 
which was even more powerful. The GPT-2 1.5 billion parameter model was trained with 
web texts [39]. The second version of the model was even ten times larger than the previ-
ously released version, so even better results characterized it. The latest GPT model is 
currently in its third version [40]. This model is trained with as many as 175 billion pa-
rameters. However, GPT models are only one of the structure models of transformers, one 
of the widely used models in BERT. Bidirectional encoder representations from transform-
ers (BERTs) can be described as a pre-training technique based on work on contextual 
representations [41,42]. BERT models have many different model variants developed over 
the years. One of the more minor mods created for simple tasks is DistilBERT [43]. The 
main difference between this model and the usual BERT models is the distillation in the 
model, which reduces the model’s volume in an extreme way, while even maintaining 
about 97 percent of the model’s accuracy. There are also many other technical improve-
ments to BERT models such as ALBERT [44], BART [45], DocBERT [46], or Facebook’s 
RoBERTa [47]. Information on these models, as well as many other models, is provided in 
the Methods and Materials section. XLNet builds on the BERT and GPT models and aims 
to address their shortcomings. XLNet’s core architecture is based on the Transformer-XL 
model [48]. However, the problem with these models is that they predict tokens in a ran-
dom order rather than a sequential order [49]. 

Natural language processing is increasingly applied in different scientific and prac-
tical fields, as it can be applied to solve various problems. These natural language pro-
cessing tasks can be information extraction from unstructured data [50], automated text 
generation [51,52], text translation into other languages [53], and also (for the main pur-
pose of this research) sentiment or feeling analysis using text [54–58]. Different architec-
tures of transformers are also used in this study, which are presented in the Materials and 
Methods section below. 

4. Materials and Methods 
This section describes how the data used in the study were obtained, how these data 

were processed, and the main characteristics of the data. The following subsections of this 
chapter describe the main methods used to perform different research tasks (natural lan-
guage processing sentiment analysis, clustering, and prediction) and evaluation metrics 
for different research tasks (clustering and prediction). The general scheme of the study is 
presented in the figure below (see Figure 2); this scheme provides a general outline of the 
study, the individual elements of which are discussed in the subsections below. 
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Figure 2. Basic simplified scheme of research. 

4.1. Data Gathering, Processing, and Analysis 
In the course of this study, articles on news portals were collected. Python packages 

Playwright, Selenium, and BeautifulSoup were used to collect this information during the 
research. The structure of the articles is presented in the figure below (see Figure 3). When 
collecting all the information from the articles, each part of the article was used as a sepa-
rate piece of information. In addition, the publication time of the article (date variable), 
article category (categorical variable), article title, main article information (lead), and ar-
ticle text were collected as textual variables. All this information was collected using sep-
arate computer systems and stored in the PostgreSQL database to collect it faster. 

 
Figure 3. Example of the news structure and data used in the research. 

The dataset used in the study was collected from the two largest news portals in Lith-
uania; the studied period was January 2000–July 2022. The total number of news articles 
used in the study was 2,570,815 (1,552,947 articles from the first source and 1,017,868 from 
the second source). In the graph below (see Figure 4), it can be seen that the amount of 
information on news portals increased every year. A reasonably significant increase in the 
news was observed in the post-crisis period, and a significant jump could also be seen 
after the start of the COVID-19 pandemic and the war in Ukraine. 
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Figure 4. Monthly number of articles over time. 

Economic activity data (dependent variables) were obtained using the database of 
the Lithuanian Statistics Department. These indicators of economic activity were selected 
based on the literature analysis presented above, during which it was determined which 
underground indicators were used by authors describing the economic activity. Addition-
ally, when choosing the indicators, it was necessary to consider that in most cases, only 
annual data were provided. A significant amount of information was lost when examin-
ing annual data, with the expectation to find more frequent data. Therefore, only data 
with a monthly frequency were selected. This makes it possible to have a fairly large time 
series to forecast these indicators. 

4.2. NLP Models Used in the Research 
In this study, textual data were analysed; therefore, the previously discussed trans-

formers were used to analyse these data. Transformers provided better results compared 
to conventional methods used before their appearance. There are quite a few sentiment 
analysis models, but it is worth noting that there are almost no such models in the Lithu-
anian language; therefore, for this reason, the articles in Lithuanian had to be translated 
first. Some random translations were checked, and the quality of these translations was 
evaluated. It is noticeable that Lithuanian–English translations were performed with high 
quality. These translations were performed using the Python package deep-translator. 
This package includes different tools, including the Google translator and the DeepL 
translator. Google Translate was used in this study to evaluate the translation quality. 

Next, another text analysis task was performed. These tasks were performed using 
HuggingFace models. In the first case, the text was transformed into points in space, as 
this was necessary for text clustering using the sentence transformer model all-MiniLM-
L6-v2 (All-MiniLM-L6-v2 model link: https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2 (accessed on 20 August 2022)). It is a model of sentence transformers and 
maps sentences and paragraphs into a 384-dimensional dense vector space and can be 
used for tasks such as clustering or semantic search. 

When evaluating the sentiments of different textual data, the dataset with which the 
used models were trained can be of considerable importance. For this reason, it was de-
cided that a combination of different models would be used during the sentiment analysis, 
as opposed to one specific model. This study used 4 different pre-trained models for text 
sentiment detection: DistilBERT-base-uncased, FinBERT, Twitter-roBERTa-base, and 
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FinBERT-tone. These models were trained with different data, thus avoiding the larger 
influence of the training data. 

The DistilBERT-base-uncased model (Distil-BERT-uncased modelio nuoroda: 
https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english accessed on 22 
August 2022) is a reduced version of the Bert-base-uncased model but exerts extremely 
high performance. This model was trained on the SST-2 dataset and has an accuracy of 
91.3 percent. FinBERT is a model developed by Prosus, specifically designed to analyse 
financial texts [59]. This model is a BERT model, but it was explicitly trained on financial 
textual data, which allowed this model to identify better sentiments in texts related to 
financial information. Data from Financial PhraseBank were used to train the model [60]. 
Another model used in the study was the FinBERT-tone model (FinBERT-tone modelio 
nuoroda: https://huggingface.co/yiyanghkust/finbert-tone accessed on 18 August 2022). 
The textual data of financial information were also used to train this model [61]. This 
model was trained using as many as three different sets of financial information. The total 
case size was 4.9 B tokens. Companies report 10-K and 10-Q with USD 2.5 billion tokens, 
earnings call transcripts with USD 1.3 billion tokens, and analyst reports with USD 1.1 
billion tokens. In this tone, the model was trained with manually labelled data. This model 
achieves better performance in the financial tone analysis task. The final model in this 
study was the Twit-ter-roBERTa-base model, specifically used for sentiment analysis [62]. 
This model was trained using as many as 124 million Twitter messages collected over 
three years. It can also evaluate sentiments, not only for financial data but also for general 
texts. 

4.3. Clustering Methods Used in the Research 
The purpose of this study was to classify all news texts into groups to determine these 

groups’ sentiments. For this purpose, cluster analysis was used; the models used are de-
scribed further in this subsection. Cluster analysis is a type of unsupervised learning, the 
main goal of which is to classify the observations into certain unknown groups based on 
the similarity of the observations. In this case, observations in one cluster are as similar as 
possible to each other, while observations in separate clusters are different from each 
other. This analysis helps to discover clusters that may not usually be discernible in the 
original data. When analysing cluster analysis, it can be noticed that distance-based clus-
ter analysis is usually mentioned. This type of cluster analysis is based on the distance 
between observations. One of the most popular k-means clustering methods was used in 
this study. This method is convenient to use due to its simple operation and the small 
number of required parameters. The k-means method divides the available data into k 
groups, where each observation belongs to exactly one group. In the first cycle, the data 
are divided into k groups. Then, during the iterations, an attempt is made to find the most 
suitable partition of the data so that the elements in the cluster are similar (the distance 
between them is the smallest). At the same time, the observations between individual 
clusters are different (the distance between them is the largest). The essence of the k-means 
method is the division of observations into k-specified clusters, but using these methods 
and randomly initializing the cluster centres, the clusters may be different. This method 
can be described in 5 main steps (see Figure 5): 
1. The observations are randomly divided into k clusters, and the initial centres of these 

clusters are selected. 
2. Cluster centres are recalculated. 
3. The distance of each observation to the clusters is calculated based on distance 

measures. 
4. The observations are assigned to the nearest cluster according to the distance to the 

cluster centres. 
5. Steps 2–4 are repeated until the cluster centres do not change or whenchange is less 

than the specified tolerance limit. 

https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
https://huggingface.co/yiyanghkust/finbert-tone
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Figure 5. Visualization of the k-means method. 

The new modified inversion formula density estimation (MIDE) clustering method was 
also used in this study [63]. This method is based on a modified inversion formula, and 
the obtained empirical research results show that this method performs qualitative clus-
tering. Moreover, in order to determine the most suitable clustering methods for the ana-
lysed data, other clustering methods were used in this study: Gaussian mixture models, 
Bayesian Gaussian mixture models, density-based spatial clustering of applications with 
noise (DBSCAN) [64], balanced iterative reducing and clustering using hierarchies 
(BIRCH) [65], and ordering points to identify the clustering structure (OPTICS) [66]. These 
different models were trained by changing their parameters; thus, to determine the best 
clustering models, the parameters of each model were selected from its parameter set. For 
example, the MIDE parameters set the percentage of exceptions, which can be changed 
from 0 to 10%, and the DBSCAN method sets the minimum distance between points or 
the minimum number of points in a cluster. 

4.4. Clustering Evaluation Metrics 
This subsection presents the main metrics used to evaluate clustering results in the 

study. In this case, clustering was performed without prior knowledge of the true classes, 
so metrics such as accuracy and NMI (or other metrics that require true classes) cannot be 
used. This work used several different metrics that do not require actual classes. One of 
the metrics is the Calinski and Harabasz metric [67], which is also often called the variance 
ratio criterion. The score is the ratio of the within-cluster variance to the sum of the within-
cluster variance. Another metric used was the Davies–Bouldin metric [68], which evalu-
ates cluster similarities. This metric was calculated as the similarity between within-clus-
ter distances and between-cluster distances. The lowest possible value for this metric was 
zero, and the lower the value, the better the clustering results. Finally, the last metric used 
was the silhouette coefficient [69]. However, it is important to emphasize that this coeffi-
cient is more difficult to calculate when such a large amount of data is used in this paper. 
A large amount of data makes it difficult to calculate distances for each observation. The 
observed silhouette coefficient is (b-a)/max (a, b). For clarity, b is the distance between the 
sample and the nearest cluster of which the observation is not a part. The best value is one 
and the worst is −1. Values near 0 indicate overlapping groups. 

4.5. Forecasting Methods Used in the Research 
Many different econometric models are used in scientific research to forecast eco-

nomic activity and different economic variables. These models include models such as the 
dynamic factorial model [70,71], Bayesian vector autoregression (BVAR) models [72], and 
factor-augmented VAR (FAVAR) models [73]. Richardson et al. (2021) [74] demonstrated 
that machine learning algorithms allow central banks to assess the current state of the 
economy in more detail and can be more accurate than conventional econometric models. 
For this reason, this study did not use traditional econometric models for forecasting, but 
rather machine learning methods. Such methods allow the influence of sentiment analysis 
on different indicators of economic activity and the significance of the use of machine 
learning in economic forecasting to be evaluated. Considerable attention in data science 
is paid specifically to neural networks. Feed-forward neural networks are commonly used 
to solve problems, but it is important to mention that these neural networks cannot cap-
ture data variation. This makes it difficult to use these neural networks to predict eco-
nomic indicators. In order to predict dynamic indicators, recurrent neural networks were 
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created, which allow both the current state and also the past state to be recorded, as well 
as data from different periods [75]. However, RNNs suffer from the problem of vanishing 
gradients, which hinders the learning of long data sequences. For this reason, newer long–
short-term memory (LSTM) neural networks have been developed, a type of recurrent 
neural network that not only captures past data when the gap between input information 
and output is small, but also when this gap is much larger [76]. Another modification of 
recurrent neural networks is the gated recurrent unit (GRU). One of the main differences 
between LSTMs and GRUs is that GRUs do not have memory cells [77]. This type of neural 
network does not separate forget gate and input gate but combines them into one update 
gate. Moreover, this type of neural network combines the cell’s state and the hidden state. 

4.6. Forecasting Evaluation Metrics 
An essential factor in developing machine learning models is the accuracy of these 

models, so functions that can evaluate the accuracy of the models are needed. Error func-
tions perform this function by comparing the values predicted by the models and the ac-
tual values. Depending on the problem being solved, different error functions were ap-
plied. The following table shows the error functions of the regression models (see Table 
1). It is essential to mention that, considering the task that is solved in this work, not all 
the metrics presented in the table were used, but these metrics are still discussed in the 
paper. The root mean square error (RMSE) [61] is the standard deviation of the errors. 
This metric is one of the most commonly used metrics for solving problems involving 
regression models. The RMSE metric describes how widely the errors are spread. The 
RMSE is used in climatology, forecasting, and regression analysis to verify experimental 
results. Another metric used in regression problems is the mean squared error [78], which 
can essentially be said to be the same RMSE metric, except that the root is not used in its 
calculation. The mean absolute error [79] is the absolute mean error of the errors, which 
allows us to precisely estimate the absolute error. The coefficient of determination [80] is 
an evaluation function whose best value is unity; the closer this value is to unity, the better 
the trained model. 

Table 1. Most common evaluation metrics for forecasting/regression methods. 

Metric Name Formula 

R2—coefficient of determination 𝑅𝑅2 =  
∑ (𝑦𝑦𝚤𝚤� − 𝑦𝑦�)2𝑛𝑛
𝑖𝑖=1

∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛
𝑖𝑖=1

 

𝑅𝑅𝑎𝑎𝑑𝑑𝑎𝑎2 —adjusted coefficient of determination 𝑅𝑅𝑎𝑎𝑑𝑑𝑎𝑎2 = 1 − �
(1 − 𝑅𝑅2)(𝐶𝐶 − 1)

𝐶𝐶 − 𝑘𝑘 − 1
� 

MAE—mean absolute error 𝑀𝑀𝐴𝐴𝑀𝑀 =  
1
𝐶𝐶
� |𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�|

𝑛𝑛

𝑖𝑖=1
 

MSE—mean square error 𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
𝐶𝐶
� (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�)2

𝑛𝑛

𝑖𝑖=1
 

RMSE—rooted mean square error 𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 =  �
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�)2𝑛𝑛
𝑖𝑖=1

𝐶𝐶
 

MPE—mean percentage error 𝑀𝑀𝑀𝑀𝑀𝑀 =  
100 %
𝐶𝐶

�
𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�
𝑦𝑦𝑖𝑖

𝑛𝑛

𝑖𝑖=1
 

MAPE—mean absolute percentage error 𝑀𝑀𝐴𝐴𝑀𝑀𝑀𝑀 =  
100 %
𝐶𝐶

� �
𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�
𝑦𝑦𝑖𝑖

�
𝑛𝑛

𝑖𝑖=1
 

MASE—mean absolute scaled error 𝑀𝑀𝐴𝐴𝑀𝑀𝑀𝑀 =  
1
𝐶𝐶
�

|𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�|
1

𝐶𝐶 − 1∑ |𝑦𝑦𝑖𝑖−1 − 𝑦𝑦𝑖𝑖|𝑛𝑛
𝑖𝑖=2

𝑛𝑛

𝑖𝑖=1
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5. Results 
This section presents the main results of the study. The first subsection of this chapter 

(see Section 5.1) provides information on the results of news clustering using different 
clustering methods. These results were evaluated using the clustering performance eval-
uation metrics described in the previous section. The second subsection of this chapter 
(see Section 5.2) provides information on news sentiment analysis. The results are also 
presented separately because the sentiment analysis was conducted in different direc-
tions. Sentiment analysis was performed for all news in general, individual news catego-
ries, and clusters obtained during clustering. Finally, the third subsection of this chapter 
(see Section 5.3) provides information on forecasting different economic indicators de-
scribing the economic activity. The forecasting of different indicators was based on the 
sentiment analysis results obtained in the second subsection and the clustering results 
presented in the first subsection. 

5.1. News Clustering Results 
This subsection provides information on the different clustering methods used dur-

ing the study and the obtained results. In the first step of news clustering, all textual in-
formation was transformed into numerical information using sentence transformers. Us-
ing sentence transformers, textual data are transformed into 384-dimensional data. Each 
text corresponds to a certain point in this space, according to the words in the sentence, 
their meanings, and their semantic meaning. These points are then clustered based on 
different clustering methods, and the obtained results are compared based on the metrics 
discussed in the previous section. The methods with the best results are used in further 
research. The table below (see Table 2) shows the clustering results. More clustering meth-
ods were used in the study in the Methods section, but some problems were observed 
with these methods. Due to the huge amount of data, the BIRCH clustering method re-
quired as much as 4 TB of RAM, which made it hard to implement at this step of the 
problem. Furthermore, the DBSCAN and OPTICS methods, due to their matrix calcula-
tion, cope with the presented tasks in a difficult way. These methods take a very long time, 
making it difficult to discover suitable parameter sets. The table below shows the results 
of the four clustering methods. It can be seen that the best clustering results were obtained 
using the K-means method. Moreover, the MIDE method showed quite good clustering 
results. During the clustering, data dimensionality reduction methods were additionally 
applied (PCA, t-SNE, and SMACOF), but no positive influence on the clustering results 
was observed. 

Table 2. Different models (means and standard deviation) were compared based on the Calinski 
and Harabasz score and the Davies–Bouldin score for 100 runs. 

 Calinski and Harabasz Score Davies–Bouldin Score 
GMM 11,648 5.841 

BGMM 13,547 6.148 
K-means 13,387 4.627 

MIDE 12,542 5.314 

5.2. Sentiment Index of the News 
This subsection presents the results of the sentiment analysis. Sentiment analysis was 

performed using different cuts of the datasets. In the first case, sentiment analysis was 
performed using the entire available dataset. In the second case, sentiment analysis was 
performed using news categories extracted from news articles (business, health, in Lithu-
ania, abroad). In the last case, sentiment analysis was performed based on the clustering 
results. In order to perform such sentiment analysis, first, all data were clustered accord-
ing to the best model determined in the previous section. Sentiment analysis was then 
performed using separate clusters, and the sentiment time series was thus created, which 
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is used in the following section. Four different models were used for sentiment analysis 
to avoid the possible influence of individual sentiment analysis models, which were pre-
viously trained on different datasets. These models are discussed in the Materials and 
Methods section. The general sentiment index (SI) for time t is calculated according to the 
formula below: 

𝑀𝑀𝑆𝑆𝑡𝑡 =
1
𝑁𝑁𝑡𝑡
��𝑇𝑇𝑎𝑎(𝐴𝐴𝑖𝑖𝑡𝑡)

𝑁𝑁𝑡𝑡

𝑖𝑖=1

4

𝑎𝑎=1

 (4) 

where 𝑀𝑀𝑆𝑆𝑡𝑡 is the sentiment index at a point in time t; 𝑇𝑇𝑎𝑎, a sentiment analysis model (trans-
former), is used since the sum of the four models used in total is up to 4; 𝑇𝑇𝑎𝑎(𝐴𝐴𝑖𝑖𝑡𝑡), the out-
put, is given in the interval from 0 to 1; and 𝐴𝐴𝑖𝑖𝑡𝑡 is the ith news article at time t, where i is 
in the interval from 1 to Nt and Nt is the number of news articles at a time t. 

Below is a graphical representation of negative sentiment analysis for the business 
news category using only news article titles (see Figure 6). Based on the presented results, 
it can be observed that the negative sentiment toward knowledge increased, particularly 
during the period of economic crisis. A big jump is also observed at the beginning of the 
COVID-19 pandemic and the beginning of the war in Ukraine. These economic shocks can 
explain these changes in negative sentiment in business news. When a crisis, war, or pan-
demic starts, or when these events are anticipated, a higher number of negative news is 
observed in the information of business news. There are also discussions of various pos-
sible options, so negative sentiment can indicate upcoming shocks in economic activity as 
well. It is also important to mention the fact that this compiled index has a fairly high 
correlation with the indices previously compiled by other authors. For example, Baker et 
al. (2016) compiled the economic policy uncertainty index (EPU) [9]. Using the data avail-
able in this study, it was found that the correlation between the EPU index and the SI 
index obtained in the study is statistically significant. However, it is important to empha-
size that the EPU index uses pre-defined words, whereas this work does not require this 
to calculate the index. 

 
Figure 6. Graphical representation of negative sentiment analysis for the business news category 
using only news article titles. 

Below is a graphic representation of negative sentiment analysis for the business 
news category using news titles and article lead information (see Figure 7). These results 
provide similar interpretations as the previous graphical representation. However, in this 
case, it can be observed that after the shocks, the negative sentiment decreases more. The 
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most negative sentiment changes are seen in the same periods discussed earlier. Numeri-
cally, it is observed that the negative sentiment is higher than when only using the textual 
information of the titles. 

 
Figure 7. Graphic representation of negative sentiment analysis for the business news category us-
ing news article titles and article lead information. 

As can be seen, only the negative sentiments of business news were presented, but 
during the study, the analysis was carried out with different categories. Therefore, the 
sentiment analysis results for these categories are presented in the graphs in the Appendix 
A (see Figures A1–A6). 

5.3. Economic Activity Forecasting 
This subsection presents the forecasting results of different indicators of economic 

activity. Conventional correlation analysis can be performed in the first forecasting stage. 
The table below (see Table 3) shows the results of the correlation analysis between the 
negative sentiments of different news categories and economic variables. Abbreviations 
in the table below (see Table 3) are as follows: UNY—youth unemployment rate, UNA—
total unemployment rate, CS—consumer satisfaction, MI—monthly inflation rate, YI—
annual inflation rate, and PI—output index. It can be noted that not all variables have 
statistically significant correlations in the presented table. It is observed that the youth 
unemployment rate decreases as the negative sentiment of foreign news, health news, and 
cultural news increases (more bad news). The same conclusions are also observed when 
adding the sentiments of Lithuanian news and science news and evaluating the overall 
unemployment level. These results can be interpreted so that when the number of 
negative news on news portals increases, employees are less inclined to leave their jobs 
and are more inclined to look for work. As we can see, there is no significant correlation 
with business news, so it can be assumed that these sentiments are perhaps not so crucial 
for business. It is observed that consumer confidence is negatively related to negative 
sentiment across categories. Arguably, the more negative news in the press, the less trust 
consumers have in companies. This can be related to various price increases in negative 
news about companies. The results show a positive and statistically significant 
relationship between news sentiment and monthly and annual inflation rates. 
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Table 3. Correlation of different categories of negative sentiment with the assessed indicators of 
economic activity. 

Title 1 UNY UNA CS MI YI PI 
Overall sentiment 0.021 0.050 −0.200 *** −0.009 −0.013 −0.012 

Business sentiment 0.024 −0.067 −0.357 *** 0.045 0.148 * −0.128 * 
Lithuania sentiment −0.119 −0.213 *** −0.137 * 0.148 * 0.164 ** −0.087 
Foreign sentiment −0.212 *** −0.259 *** −0.650 *** 0.052 −0.113 0.068 
Health sentiment −0.184 ** −0.206 *** 0.114 0.071 0.096 −0.060 
Science sentiment −0.139 * −0.192 ** 0.014 0.148 * 0.327 *** −0.012 
Culture sentiment −0.301 *** −0.272 *** −0.300 *** −0.039 0.002 −0.075 

*** correlation is significant at the 0.001 level; ** correlation is significant at the 0.01 level; * correla-
tion is significant at the 0.05 level. 

Interestingly, the negative sentiment of business news has a statistically significant 
relationship, but only with the annual inflation rate and not the monthly inflation rate. It 
is also noticeable that both the monthly and annual inflation rates have a statistically 
significant relationship with the negative sentiment of the Lithuanian news category. The 
production index has a statistically significant relationship with the negative sentiment of 
the business news category; as the negative sentiment increases, the production index 
decreases. 

In the second stage of economic activity forecasting, different machine learning meth-
ods were applied to predict the obtained time series. The following table (see Table 4) 
presents the results obtained during the study. During the study, different neural net-
works were used for prediction: the simplest RNN, LSTM, and GRU. In order to find op-
timal prediction models, different parameters of the neural network were changed: the 
number of hidden layers of the neural network (h), the number of nodes of the neural 
network (n), and the learning rate of the neural network (lr). The number of hidden layers 
of the neural network changed from 1 to 10, the number of nodes of the neural network 
from 8 to 512, and the learning rate of the neural network from 0.001 to 0.1. Moreover, to 
generalize the model as much as possible, k-fold cross-validation was used, and the table 
below shows the average values of the metrics and their standard deviation. K-fold cross-
validation for time series was carried out, like rolling estimation. For example, model 
training used 80 percent of the data (from the period beginning to the 80th percentile). 
Then, the model was tested for the next three months of the data. In the second cycle, 84 
percent of data were used for training and the next three months for testing. Different 
metrics were calculated based on the testing data, and averages and standard deviations 
were calculated. Model tests like this one verify whether models are generalized for 
“good” periods and for different trends and seasonality periods. Different datasets have 
been used to forecast economic activity: 
1. Univariate. In the univariate time series, only forecasted past values of the indicator 

are used. 
2. Best sentiment. A univariate time series of the economic activity indicator and a time 

series of negative sentiments for individual categories are used. Here, the sentiment 
time series of the categories are used separately. 

3. All sentiments. A univariate time series of the economic activity indicator and imme-
diately the time series of all categories of negative sentiments are used. 

4. Biggest cluster. The one-dimensional time series of the economic activity indicator 
and the time series of the negative sentiment of the largest cluster is used. 
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Table 4. Results of economic activity forecasting based on univariate time series and multivariate 
time series. 

Data/Model RMSE MAE MAPE 
 Mean Std Mean Std Mean Std 

Youth unemployment rate      
Univariate 0.038 0.010 0.027 0.006 0.042 0.009 

Business sentiment 0.119 0.017 0.105 0.018 0.336 0.052 
All sentiments 0.207 0.041 0.186 0.040 0.435 0.061 
Biggest cluster 0.221 0.045 0.196 0.043 0.458 0.068 
Overall unemployment rate      

Univariate 0.045 0.009 0.035 0.006 0.047 0.008 
Business sentiment 0.121 0.023 0.110 0.025 0.338 0.061 

All sentiments 0.264 0.023 0.256 0.025 0.533 0.040 
Biggest cluster 0.267 0.035 0.278 0.037 0.576 0.045 

Consumer satisfaction      
Univariate 0.079 0.010 0.057 0.007 0.079 0.009 

Overall sentiment 0.048 0.005 0.040 0.003 0.066 0.006 
All sentiments 0.119 0.022 0.095 0.021 0.138 0.036 
Biggest cluster 0.125 0.023 0.098 0.023 0.147 0.037 

Monthly inflation rate      
Univariate 0.187 0.010 0.143 0.008 0.340 0.015 

Overall sentiment 0.123 0.003 0.093 0.002 0.255 0.008 
All sentiments 0.209 0.010 0.162 0.006 0.365 0.032 
Biggest cluster 0.208 0.013 0.158 0.007 0.356 0.045 

Annual inflation rate      
Univariate 0.087 0.018 0.065 0.013 0.298 0.030 

Overall sentiment 0.062 0.007 0.053 0.006 0.283 0.035 
All sentiments 0.106 0.059 0.081 0.043 0.285 0.117 
Biggest cluster 0.156 0.068 0.098 0.056 0.305 0.158 

Production index      
Univariate 0.214 0.011 0.177 0.014 0.402 0.031 

Lithuania sentiment 0.099 0.003 0.076 0.004 0.166 0.010 
All sentiments 0.112 0.011 0.086 0.010 0.171 0.014 
Biggest cluster 0.156 0.023 0.105 0.021 0.205 0.026 

Bolded underlined values indicate the best obtained results 

Time series forecasting uses a time series lag of the economic indicator and negative 
sentiment from 1 to 12. The table below shows the univariate time series for each indicator 
of economic activity, the best negative sentiment for one category (the name of the best 
predictor category is given), the negative sentiment for all categories, and the highest clus-
ter negative sentiment prediction results. This table shows only the results of the best 
models. A total of more than 20,000 different models were created during the study with 
different parameters and datasets. It can be seen that both the youth unemployment rate 
and the overall unemployment rate are best predicted with univariate time series. Alt-
hough these variables have previously been correlated with category negative sentiment, 
time elutes do not provide such an advantage in predicting sentiment. It can be seen that 
negative sentiment-based forecasting outperforms one-dimensional forecasting across all 
metrics. In the case of clustering, only the most significant cluster was used, so the results 
obtained are worse than using single-category sentiment. When evaluating consumer con-
fidence, it is observed that the forecasting of this economic activity indicator is better 
based on the general index of negative sentiment (comparisons with univariate time 
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series). In this case, the average absolute percentage error is 1.3% lower. However, if all 
sentiments are included in the forecasting, instead of the best one, the forecasting deteri-
oration is noticeable, and in this case, the MAPE is 5.9% higher. It is noticeable that fore-
casting the monthly and annual inflation rate is thus best when the overall negative sen-
timent is used. The MAPE of the monthly inflation rate is as much as 8.5% lower, while 
the MAPE of the annual inflation rate is 1.5% lower. The output index shows the largest 
change in the forecast between the univariate time series and sentiment forecasting. 

6. Discussion 
Several main goals were set and implemented during the research, which were dis-

cussed in this paper. In the first phase of the study, a large amount of data was collected. 
This work collected information from two leading Lithuanian news portals (about 2.5 mil-
lion articles). It is important to note that there are many more news portals in Lithuania, 
and this project’s further development envisages more excellent information collection. 

Further in this work, data clustering was performed, and it can be observed that data 
clustering with such a large amount of data does not work as well as expected at the be-
ginning of the work. Only part of the expected models for clustering could be used in this 
research, but these are the most used models in practice. This allowed us to evaluate clus-
tering’s impact on news sentiment analysis and forecasting. Another important factor and 
limitation of this work is that the titles and leads of the articles were used in the work, but 
not the entire article’s structure. Nevertheless, we could approve our sentiment impact on 
the economic activity hypothesis even with the title and lead sentiment analysis. A Lithu-
anian sentiment analysis model is also currently being developed, which would no longer 
require the additional translation of texts, and pure texts could be used to extract negative 
sentiments. In summary, the other results obtained during the study were expected, 
which supports the hypothesis that negative news sentiment is related to economic activ-
ity. 

Furthermore, it was observed that negative news sentiment (in individual categories) 
increases when the economic situation worsens, e.g., with crises, the COVID-19 pandemic, 
or war. The determined correlation coefficients only further confirmed a statistically sig-
nificant linear relationship between individual indicators of economic activity and indi-
vidual categories of negative sentiments. Moreover, after applying the machine learning 
model to forecasting different economic activity indicators, it is observed that negative 
sentiment essentially helps to forecast economic activity better. Such results confirm the 
hypothesis raised during the work about the influence of negative news sentiments on 
economic activity. Additionally, in a future project, the more extensive use of different 
machine learning methods in forecasting is planned. Finally, it is essential to mention that 
low-frequency traditional data are mainly used for forecasting Lithuanian economic ac-
tivity, and currently, alternative or Big Data are not so often used. Therefore, this study is 
an excellent start to better use the alternative data available in Lithuania which, as the 
study confirmed, can be applied to forecasting and refine forecasting compared to tradi-
tional data. 

7. Policies Implications 
The results obtained during the study confirmed that negative news sentiment, ex-

tracted using machine learning methods, has a significant relationship with different in-
dicators of economic activity. The gained results may be helpful for government institu-
tions in making timely policy decisions and evaluating policy implementation effective-
ness, as the sentiment analysis by different categories provides more detailed information 
on different areas of the state, such as economy, business, health, and others. The gained 
results may be helpful for business companies as well, as negative news sentiment can 
also indicate further economic directions, which allows them to prepare for possible eco-
nomic shocks, assess the market situation, and create a backup business model. For ana-
lysts and experts in the field, this research helps to evaluate the application of machine 
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learning methods in natural language processing and economics. It helps to assess the 
difficulties of collecting a large amount of data, the need for processing, and the further 
possibilities of developing new methods. Further cooperation between the academic and 
business community is possible based on the research results. It has also been observed 
that large amounts of freely available data create a significant number of new alternative 
economic variables for national banks and other institutions. 

8. Conclusions and Future Research 
This study proved the hypothesis that negative news sentiment is related to economic 

activity. Furthermore, negative news sentiment can be determined based on artificial in-
telligence methods or transformer structure models. Using negative sentiment in eco-
nomic activation forecasting reduces model errors and makes more accurate forecasts. 

However, this research is further expanded in several different directions: (1) the im-
provement of the dataset; (2) the application and comparison of different methods for 
evaluating news sentiment; (3) the development of different structured artificial intelli-
gence models (transformers). Firstly, it is essential to note that many more news portals 
exist in Lithuania, and this project’s further development envisages greater information 
collection. This would provide more data and more diverse categories. Furthermore, 
when evaluating data extraction and its quality and use, in the further stage of this project, 
it is expected to apply both textual information and visual information of articles. In order 
to solve this, in the further stages of the research, a comparison of various data dimen-
sionality reduction methods is expected, which would allow clustering to be performed 
much more simply and without losing a large amount of information. Secondly, this re-
search was based on transformer structure and did not use other authors’ methodologies 
for comparison purposes. One of the future research fields refers to the different ap-
proaches comparison for the same task and mixed sentiment index creations based on the 
different approaches. Last but not least, the information in the full article was limited to 
the models used, subject to a maximum text length. However, further work aims to solve 
this limitation by dividing the text into parts and evaluating the negative sentiment of 
individual sentences/paragraphs or other parts of the sentence. 
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Appendix A 
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Figure A1. Sentiment analysis of news titles and leads over time for overall news. 

Titles 
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Figure A2. Sentiment analysis of news titles and leads over time for category “Lithuania” news. 
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Figure A3. Sentiment analysis of news titles and leads over time for category “Foreign” news. 
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Figure A4. Sentiment analysis of news titles and leads over time for category “Science” news. 
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Figure A5. Sentiment analysis of news titles and leads over time for category “Culture” news. 
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Figure A6. Sentiment analysis of news titles and leads over time for category “Health” news. 
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