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Abstract: Global digitization trends and the application of high technology in the garment market are
still too slow to integrate, despite the increasing demand for automated solutions. The main challenge
is related to the extraction of garment information-general clothing descriptions and automatic
dimensional extraction. In this paper, we propose the garment measurement solution based on image
processing technologies, which is divided into two phases, garment segmentation and key points
extraction. UNet as a backbone network has been used for mask retrieval. Separate algorithms have
been developed to identify both general and specific garment key points from which the dimensions
of the garment can be calculated by determining the distances between them. Using this approach, we
have resulted in an average 1.27 cm measurement error for the prediction of the basic measurements
of blazers, 0.747 cm for dresses and 1.012 cm for skirts.

Keywords: segmentation; UNet; garment size detection; edge detection; key points

1. Introduction

One of the most powerful and widely used types of artificial intelligence is computer
vision, which aims to mimic some of the complexity of the human visual system and enable
computers to detect and identify objects in images and videos. Computer vision techniques
cover an increasing number of applications and engineering aspects of computing related to
image recognition, including scientific work proposing innovative algorithms or solutions
for commercial, industrial, military and biomedical applications. The increasing use of
computer vision in everyday life contributes to the efficiency of various aspects of the field.
Although the use of these technologies allows solving many complex tasks (automated
object detection and identification, tracking), the detection of defects and anomalies is one
of the most valuable investigations in medicine [1], bio-medicine [2], manufacturing [3]
and agriculture [4]. For example, image recognition techniques based on deep learning can
be used to enable advanced disease control in agriculture [5–7], to identify product defects
and increase the quality control in manufacturing [8], automated assessment, prediction
and assistance in medicine [9,10], increase the success rate of bio-medicine procedures [11],
provide intelligent road safety solutions [12,13] and many others.

Online shopping is the most popular online activity worldwide, and the key value
of intelligent image recognition solutions for e-commerce lies in the ability to identify
products quickly and accurately. However, global digitization trends and the application of
high technology in the garment market are still too slow to integrate, despite the increasing
demand for automated solutions and the fact that the challenges are quite clear and already
discussed in different researches. In principle, the main challenge is related to the extraction
of garment information-general clothing descriptions, automatic dimensional extraction
and textual information retrieval from the tags (size, brand, fabric composition, etc.).
Currently, the accuracy and completeness of the information about garments on sales
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platforms still relies on a significant amount of manual and tedious work. Measuring a
garment is extremely time-consuming and often requires multiple measurements to reduce
measurement error. Artificial intelligence (AI) technologies have the potential to meet the
demand to adopt the automation technology in this sector by increasing the speed and
accuracy of garment measurement [14–16]. Given CNN’s success in a range of domains, the
deep learning-based solution has also demonstrated its superiority in performing a variety
of garment recognition tasks. The approach based RCNN has been proposed for the shirt
attributes recognition task, including the Inception-ResNet V1 model with LSoftmax for
images representation and identification of their categories [17]. The experimental results
show an overall labelling rate of 87.77%, a precision of 73.59% and a recall of 83.84%. A fully
convolutional network and SP-FEN architecture have been proposed to parse clothing in
fashion images. The proposed model has shown accuracy in terms of the overall pixel-wise
accuracy and clothes parsing performance (pixel accuracy of 92.67 and MIoU of 48.26) [18].
However, the main objective is to identify individual garments, which implies a semantic
segmentation task by assigning a class label to each pixel of the image.

A review of relevant research has shown that it is much easier to measure clothes lying
down than hanging (e.g., on a mannequin). In [19], special equipment to capture images of
tiled garments has been proposed which enables automatic garment measurements. The
shooting device consists of a digital camera, LED light, shooting stand and workbench.
A garment template is employed to recognize garment types and feature points, which
are used to calculate garment sizes. Experimental results show that the accuracy of the
approach can meet the requirements of the apparel industry since the average relative
error is ∼2%. Tolerable error in the fashion industry is ∼2 cm. The authors in [20] present
an idea and apps that allow measuring the lay-down of a garment placed on a marked
board. The proposed app then shoots the garment using the top camera form above and
automatically captures many of the garment’s standard measurement points. The basic
strategy is to first detect key points of interest in the clothing item and then use known
measurements from demarcations on the backdrop to infer distances between those points.
To measure lying-down clothes a fuzzy edge-detection algorithm can be used to detect the
edge of garment image [21]. Then a corner-detection algorithm based on Freeman code
is invoked to locate the corner points. The experiment results show that the proposed
approach can measure t-shirts with the related error from 0.73% to 2.84% depending on
the measured points. The smallest error has been obtained for the garment length (less
than 1%).

Measurement solutions with requirements for a fixed position of the garment may
limit their use and application, although the accuracy of such solutions is quite high (up
to 0.5 cm error) [22], because, under real-world conditions (non-laboratory or industrial-
oriented), the position of different garments in each image can vary. This means that it is
quite complicated to use pre-designed templates to extract the essential dimensions of a
garment. Adherence to certain equipment or templates is more semi-automatic solutions
that require additional calibration, widespread interruptions from distinct angles and
specific positions (mobile apps). All this process takes a lot of time and therefore the
essential goal of optimizing time by measuring the garment is lost. How to make automatic
garment measurement as versatile and accurate as possible is also one of the most important
issues for the autonomous retrieval of garments information. In this work, we focus on the
challenge of automatically measuring the hanging garments (in this particular study, on
the mannequin), without being restricted by space, background requirements, shooting
distances or additional tags needed for measurements. The aim of this research is to
create a solution by implementing an automatic clothing segmentation and measuring
algorithm that would let us not only separate clothing into different groups but also measure
their basic measurements such as distance between shoulders, length of a sleeve, etc.
Identifying the main problems and limitations of both objectives—accurate segmentation
and measurement—is also an essential task, as it can provide insights and avenues for
further research.
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2. Materials and Methods

Initially, in this study, 683 images of clothing were collected including different types of
garments. As one of the objectives of this study is to investigate the feasibility of automatic
garment sizing with household photographs that can be uploaded to different platforms
(e.g., second-hand clothing platforms) photos taken under different conditions and with
different mannequins or hanging on a hanger have been included. There are solutions for
overcoming the effects of lighting and occlusion, but they are usually developed for specific
groups of objects [12,23] or noises [24].

Initial experiments have shown that the distance from the camera to the object is
quite an important aspect in the calculation of the size of the garment and can lead to a
measurement error of 10 to 15 cm. This problem can be solved by adding a standard-sized
object (e.g., a bank card) to the scale, but some requirements arise here as well. These
include reflections, edge identification problems when the tag blends with the garment, etc.
Many problems are caused by wrinkled, ruffled clothes, such as those that are the same
colour as the background. Depending on the pose and condition of the garment, and the
angle of the camera, difficulties arise, e.g., measuring the width of the sleeves, as they can
look much narrower than they really are. In addition, it has been observed that the quality of
the photos and the context vary considerably, including differences in shooting and lighting
conditions, camera resolutions and clothing shooting angle, the appearance of multiple
garments in one photo, redundant objects in the photo, more than 20 different types of
clothing, etc. Given all these challenges, several iterations of data cleaning were carried
out to improve the quality of the dataset. First of all, the variety of garments has been
reduced to 13 classes according to [25], resizing all photos to 224 × 336 resolution retains
information about the boundaries of the garment and reduces the resource requirements for
size prediction methods. Finally, in order to have a stratified dataset, 330 images of clothing
were selected including the same amount of blazers, skirts and dresses. This dataset has
been divided into three parts: 70% for training, 15% for validation and 15% for testing.

More advanced exploration of the dataset has revealed that the application of classical
methods to the segmentation task has a lot of potential, so it is appropriate to test other
algorithms before employing deep learning architectures. The simplest way is therefore
to use image processing techniques to extract information about the edges of the garment
so that the location of the garment in the image can be determined and the size of the
garment can be measured using an additional algorithm. The second way is to use the
deep learning architecture (e.g., UNet family [26] model) to create the mask of the garment
in the photo that would extract the position of the garment. Then using a classifier to
determine the type of garment, pass the collected information to the specific algorithm to
perform the final garment measurements prediction. Instead of a specific algorithm, all
essential garment points can be predicted using deep learning models, whose provided
output results allow calculating the distances between points and determining garment
measurements. However, the identification of the most appropriate solution must focus
not only on the accuracy but also on the complexity of implementation, computational
resources and robustness to different environments.

2.1. UNet Model-Based Extraction of Contours of the Garments’ Shape

Various image segmentation algorithms have been developed, but more recently,
the success of deep learning models in various vision applications has led to a large
number of studies on the development of image segmentation methods using deep learning
architectures. U-Net is a convolution neural network [27] originally proposed for medical
imaging segmentation, but various research has shown its potential for other segmentation
tasks as well [28–30]. The U-Net network is fast, can segment a 512 × 512 image without
the need for multiple runs and allows for learning with very few labelled images. This is
an important feature in our case because the dataset is relatively small. Moreover, in this
research, a network and training strategy that relies on the strong use of data augmentation
is required in order to use the available annotated samples more efficiently.
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As UNet model segmentation involves a masking process, therefore all masks were
created using Open Source VGG Image Annotator version 2.0.10. The exported annotations
were used to create a black and white image by drawing polygons for which there was only
one in this study dataset.

In order to improve the segmentation results, the initial dataset has been expanded
including the DeepFashion2 dataset [25]. There are no accurate measurements in the dataset,
but there is clothing segmentation, which can improve the accuracy of the UNet model
by defining the segmentation area and removing artefacts due to different environments.
DeepFashion2 is a large dataset of photos collected from various fields and it contains
491,000 images of 13 popular clothing categories from commercial stores and consumers.
It contains more than 800 K photos enabling it to extract dense landmarks and masks.
However, in this study we aim to determine the size of the garment; therefore, this dataset
can be used for segmentation purposes only. A filtering procedure was carried out to select
suitable photos of clothing. Poor quality photos where the garment is covered, the garment
is worn by a person, the garment is taken from the side or the back, there are several
garments in a single photo, etc. were removed. A total of 18,000 images with only one
garment visible from the front were identified as appropriate. The DeepFashion2 dataset
does not provide clothing masks so using landmarks data we have developed an algorithm
that creates masks. Finally, we obtained data similar to the original dataset that could be
used to train the UNet model.

Few experiments with UNet models have been carried out in order to increase the
segmentation results. First, the pre-trained UNet model (see Figure 1) with the classical
structure has been employed and supplementary experiments have been performed with
additional datasets, namely DeepFashion2 and Carvana datasets. However, this approach
did not work well and the results were poor. Next, modified UNet architectures with the
increased number of layers (added additional encoding and decoding layers) have been
employed. Different size models pretrained with our small dataset have shown superiority
compared to the classical UNet structure pre-trained with additional datasets. The included
UNet family architectures, which differ in depth and in the different datasets on which
they have been trained, are listed in Table 1.

Figure 1. UNet model architecture used for clothes segmentation task.
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Table 1. UNet models with different pre-trained datasets.

UNet Model Pretraining Dataset

UNet DeepFashion2+ our dataset
UNet Carvana + our dataset
UNet our dataset
UNet 128 × 128 our dataset
UNet 256 × 256 our dataset
UNet 512 × 512 our dataset

The different models were compared on the basis of segmentation results. Image
segmentation aims to classify each pixel of an image as representing a certain class, e.g.,
could be a garment, a mannequin, or a background in our case. There may be more
or fewer classes depending on the task. Specific segmentation metrics (usually Pixel
accuracy, Dice and Jaccard coefficients) are used to measure the success of the model [31,32].
Experimental results in this study were compared using the Dice similarity coefficient.
The Dice coefficient, also called the overlap index, is the most common metric evaluating
segmentation results [33]. This coefficient was used in order to evaluate the overlap between
the predicted mask and the manually-labelled ground truth mask. During model training,
the coefficient was used to calculate the loss value. The Dice value was calculated after
the model received a predicted mask. Dice indices are bounded between 0 (when there is
no overlap) and 1 (when predicted and true masks match perfectly). The Dice coefficient
is 2× the overlap area divided by the total number of pixels in both images. In terms of
the confusion matrix, the metrics can be reformulated into true/false positives/negatives
statements:

Dice =
2|X

⋂
Y|

|X|+ |Y| =
2TP

2TP + FP + FN
(1)

where |X| and |Y| are the cardinalities of the two sets (i.e., the number of pixels in
each area), X is the ground truth mask, while Y represents the predicted mask. The
intersection (X ∩Y) is comprised of the pixels found in both the prediction mask and the
ground truth mask. TP—true positives pixels that exactly match the annotated ground
truth segmentation, FP—false positives pixels that are segmented incorrectly, FN—false
negatives pixels that have been missed.

2.2. Garment Key Points Detection

The segmentation process is only the first step in determining the measurements of
garments. Which measurements are relevant depends on the type of garment: for a skirt,
for example, it is important to know the waist and length, but for a shirt or jacket you
should also measure the length of the sleeves, the width of the shoulders, etc. Segmentation
should then be followed by a classification task which allows identifying the necessary
dimensions. Finally, once the type of garment has been identified, it is possible to identify
the measurement key points which is the most challenging task and directly depends on
segmentation results. An incorrect segmentation result can reduce the accuracy of key
points detection or stop the algorithm altogether.

In this study different key points detection algorithms have been created. The principle
of the developed algorithms is to identify the edge points of the garment in the image that
are necessary to determine the relevant dimensions in certain areas. In Figure 2 the basic
key points for blazers, skirts and dresses are provided. For the blazers, it is important to
capture the left and right shoulders’ fall bottom points as the distance between these points
(1 and 8) is the measure of shoulders width. To measure the total length of the blazer we
need to find the midpoint of the shoulder strap and the midpoint of the bottom of the
blazer. These points are captured on both sides, left (2,11) and right (7,10). Finally, the
average value of these distances is calculated. Points 3 and 6 are used to determine where
the shoulder line starts. To measure the length of the left and right sleeves we have the
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shoulders’ fall bottom points (1,8) and the mid-points on the bottom of the sleeves (12,9).
To measure the neck width, points (4) and (5) are included. It can be noticed from Figure 2
that for the dresses and skirts fewer key points are required. For the sleeveless dresses,
6 key points are included in order to measure the shoulder width, waist and total length.
In addition, the width of the bottom of the dress can be calculated from points 5 and 4. To
obtain a measurement for the skirt only four points are included: (1) top left point; (2) top
right point; (3) bottom right point and (4) bottom left point. These points are sufficient to
calculate the skirt waist, overall bottom length and width.

Figure 2. The basic key points of measurements for different type of garment: (a) blazer with 12 key
points, (b) skirt with 4 key points and (c) dress with 6 key points.

Some general points that do not depend on the type of garment are included such
as angle finder point, middle left and right points, bounding box, edge points, etc. The
algorithms of such point detection can facilitate the finding process of the main key points.
For example, the algorithm “ClothBoundariesCalculator” captures information on the posi-
tion of the garment and the points of the bounding box. In this study we have performed
experiments with the three types of garments, thus 26 key-point estimation algorithms
have been created. The decisions in the algorithms are based on a threshold value applied
for the pixel. For instance, Algorithm 1 represents the pseudo-code of the algorithm that
finds the left and right side of the neckline with the generated mask and corresponds to the
blazer’s key point (4).

This algorithm requires initial data on the position of the garment. All starting points
have (x, y) coordinates indicating their position on the garment. The top point of the
garment is defined as Tx,y. The middle point of the garment on the left side is annotated
as Lx,y and the right as Rx,y. The upper point of the collar on the left side is annotated as
CLx,y and the right as CRx,y. The middle of the garment is defined as point Mx,y. The set
containing the garment mask is defined as Gx,y. These points as resolved using additional
algorithms which must be created separately.

To find the midpoint between the extreme point of the shoulder and the highest point
of the neck, the algorithm needs to find the highest point on the neck collar first. The
algorithm begins the search of the neckline from the middle of the garment with the aim to
find the smallest x and smallest y coordinates for the left neck collar and the largest x and
smallest y for the right collar which are return from algorithm as r point. The algorithms
for finding measurement points for garments consist of 4 parts:

• Identification of bounding box and the outermost points of the garment contour;
• Detection of garment’s angles, shapes, and changes in (x, y) coordinates;
• Key points prediction based on auxiliary algorithms that find the desired location;
• Final prediction that sets the sensitivity factor for developed algorithms to adapt to

the type of the garment. Then the pixel to cm ratio is calculated and the dimensions of
the garment are produced.
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Algorithm 1: Pseudo-code for left and right neck line identification.

Left Right

1. y = My
2. WHILE y > Tx
3. x = Mx
4. WHILE x > Lx
5. IF (x, y) ∈ G
6. IF CLx = 0 OR y < CLy
7. r = (x, y)
8. x−
9. y−
10. return r

1. y = My
2. WHILE y > Tx
3. x = Mx
4. WHILE x < Rx
5. IF (x, y) ∈ G
6. IF CRx = 0 OR y < CRy
7. r = (x, y)
8. x+
9. y−
10. return r

3. Results
3.1. Extraction of the Contours of the Garment Shape
3.1.1. Edge Detection Techniques

The experiments performed in this study aim to determine whether widely used
methods for edge detection can be applied to determine the edges of a garment. The photos
collected during the study have a clear edge with the environment, but the main drawback
is that these edges may be on the garment itself, which causes a problem that will require
processing of the results. There is also a mannequin in each photo and there may be other
objects. The detection of the edges of extraneous artefacts is a side factor complicating
the use of the resulting edges. The common image contour detection pipeline includes
the conversion of an RGB image to a grayscale format, a binary threshold setting (which
converts the image to black-and-white based on a threshold value and highlights objects
of interest) and finally contours identification. The latter step uses a method that can set
the boundaries of the uniform intensity form. To find contours, we can also use the Canny
edge detection algorithm [34]. The Canny algorithm consists of five main steps. As the
algorithm is based on greyscale images, it is necessary to convert the image to greyscale
before performing all of the steps. The first step is to reduce the noise by performing a
Gaussian blurring on the image. The second step is to determine the intensity gradients
using edge detection operators. In our case, the Sobel filter has been applied to get the
intensity and edge direction matrices. The third step involves non-maximum suppression
to thin out the edges. This function works by finding the pixels with the highest value
in the edge directions. If the pixels are not part of a local maximum, they are set to zero
(converted to a black pixel), otherwise, they are not modified. Because the resulted image
after non-maximum suppression is not perfect (there is some noise in the image) double
thresholding is applied in a fourth step. All pixels with a value higher than the predefined
high threshold value are considered to be a strong edge and are likely to be edges. All
pixels with a value less than the predefined low threshold value are set to 0. Values between
the low and high threshold values are considered “weak” edges, in other words, it is not
clear whether they are real edges or not edges at all. Finally, the fifth step, based on the
threshold results, invokes edge tracking by hysteresis, which performs a transformation of
weak pixels. “Weak” edges connected to strong edges are treated as true edges and those
not connected to strong edges are removed. The results of canny edge detection with a
predefined threshold are provided in Figure 3. Different clothing types and colours were
used in the experiment.

Another very popular edge detection technique is Sobel [35], which is a gradient-based
algorithm including manipulations to the x and y derivatives. Sobel algorithm converts the
image into grayscale and employs two 3 × 3 kernels which are convolved with the original
image to calculate approximations of the derivatives for horizontal and vertical changes.
The Gaussian filter is used for reducing noise that makes blurred images.
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Figure 3 shows that edge detection using the Canny or Sobel algorithms is quite precise
despite the type, background and type of the clothing, but the edges of the mannequin are
detected along with the garment. Moreover, the shadows visible in the original images
are depicted as a double contour line in the resulting image. Changing the algorithm
parameters did not provide the required result either, since we need to find the edges of
the outer shape of the garment.

Figure 3. Results of different contour detection techniques: Canny algorithm with predefined
threshold values, Sobel algorithm and K-means based thresholding algorithm providing edge and
mask images.

3.1.2. K-Means Clustering Approach

Many clustering methods have been developed for various purposes, usually unsuper-
vised classification. K-means clustering is one of the instances of such type of algorithm that
aims to divide N observations into K groups, with each observation belonging to the cluster
with the closest mean. A cluster is a collection of data points that are clustered together
due to similarities. For the image segmentation, including different colour spaces (RGB or
L*a*b) clusters refers to different image colours [36,37]. The algorithm aims to minimize the
Euclidean distance between observations and centroids. Single or few iteration thresholds
can be used to segment the image adaptively and to filter the noise [38]. In general, the
goal of the K-means approach is to find parameters that filter out the influence of the
background on the image, so that the final segmentation result, the target object, is more
accurately distinguished.

For segmentation of garment, K-means is used to identify the three most dominant
colours in the image (e.g., background, mannequin and dominant colour of the garment)
and calculate the thresholds in order to generate a binary image. The value of K should be
specified in advance, and the correct selection of this value is not always straightforward.
Values of K in the range from 2 to 6 have been experimentally tested. The best results
were obtained when K = 2 or K = 3. However, with the given data the results are 6.8%



Appl. Sci. 2022, 12, 4470 9 of 17

better (in terms of mask accuracy) when K = 3. Therefore, based on the three values
obtained (centroid-based thresholds), all pixels in the image are converted to black and
white. It is observed that the resulted image after clustering is still noisy. The noise is
reduced using a median filter. To smooth the image a few iterations of morphological
operations-dilation and erosion are applied. These techniques are used not only for noise
reduction but also for identifying holes in the image (which is very relevant when we
have mottled clothes), isolating individual elements and joining disparate elements in the
image. In our case, we use structured element matrices of size 5 (kernel size = (5, 5)) and
we performed three iterations of both operations. Increasing the number of iterations (up
to 5) is relevant for multi-coloured garments (as it fills the holes and creates a continuous
mask), but may have a negative effect on single-coloured garments. Contours are detected
using the concept of Canny edge detection. An iteration process (“cleaning up”) of the
remaining weak edges was performed setting them to zero. Finally, as a result, an image
mask is provided (see Figure 3). Although the result with dark-coloured clothes looks
really promising (the mannequin is excluded as well), the algorithm performs badly with
multi-coloured fabrics, and especially with light-coloured garments where the garment is
hardly distinguishable from both the background and the mannequin (Figure 3). Ambient
shadows also strongly influence the resulting images of the K-means algorithm.

3.2. UNet-Based Segmentation

Figure 4 represents a few garment image segmentation results based on deep learning
models described above. From the predicted masks we can see that UNet models pre-
trained with DeepFashion2 and Carvana dataset have the lowest accuracy compared to
other models. In the segmentation results, we can see that the clothing lines in the photos
are not preserved and the entire shape of the garment is lost. However, as with all models,
the segmentation of the skirt shows very good results due to the bright red colour. This
indicates that the high contrast with the environment in the photos is an important factor.
The best results in maintaining bright and smooth boundaries of clothing are obtained with
UNet models including additional encoding and decoding layers.

Figure 4. Different Unet models’ segmentation results for selected clothes: skirt, jacket and dress.
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Dice values show that used deep learning models were highly volatile during the
training phase and Dice coefficients ranged from 0.02 to 0.979. Average and maximum
values of Dice coefficient were calculated estimating the results of five experimental runs
(see Table 2). Models that were trained with the Carvana dataset or DeepFashion2 showed
no significant improvement in accuracy. The UNet 128 × 128 model with a maximum
Dice accuracy of 0.979 demonstrated the highest accuracy results obtained through all
five runs including augmentation. The average value of the Dice coefficient reaches 0.917
with augmentation and 0.899 without augmentation. However, it can be concluded that in
choosing a UNet model, the variation in model depth should be rationally evaluated, as
the classical UNet uses much less computational resources than models with additional
layers, but compared to UNet 128 × 128 its average accuracy according to the Dice value is
0.113 lower including augmentation and 0.047 without augmentation.

Table 2. Different UNet models’ 5 run validation results including maximum and average values of
Dice coefficients.

With Augmentation Without Augmentation

UNet Model MAX Dice AVG Dice MAX Dice AVG Dice

UNet 0.918 0.804 0.919 0.852
UNet (DeepFashion2) 0.906 0.857 0.825 0.824
UNet (Carvana) 0.891 0.835 0.879 0.827
UNet 128 × 128 0.979 0.917 0.943 0.899
UNet 256 × 256 0.976 0.818 0.922 0.818
UNet 512 × 512 0.971 0.865 0.906 0.855

One of the five training processes of all included models during 50 epochs is shown
in Figure 5 providing the variation of Dice coefficient value throughout the process. It
can be noticed that more stable results are gained using deeper UNet models, observing
more significant Dice value variations only until the 15th epoch, while others had larger
fluctuations around 0.2. The classical UNet model achieved an average DICE value of 0.860
without augmentation and 0.800 with augmentation. However, it has only stabilized in
the last four epochs of the training process (see Figure 5). DICE values were calculated by
estimating epochs from 10 to 50 and excluding the “warming period” of the first 10 epochs.

3.3. Obtained Measurement Results

With accurate segmentation results, which means the garment is accurately separated
from the background, we can predict measurements using proposed algorithms for the key
point detection (see Figure 6). Table 3 shows the obtained results of garments’ measure-
ments providing mean absolute error (MAE). The best accuracy results have been achieved
for the dresses with an average of 0.747 cm measurement error, when total length, waist
and shoulders dimensions are considered. For dresses, the largest errors are observed
in the measurements of the overall length of the dress. However, the predicted waist
measurements are very similar to the actual ones, with an average error of only 0.3429 cm.
Prediction results of waist dimensions are relatively precise for the skirts as well, because
the MAE is 0.421 cm.

Table 3. Garment measurement errors given in centimetres.

Total Length Waist Shoulders Sleeves Average Error

Dresses 1.113 0.343 0.783 - 0.747
Blazers 0.903 - 1.826 0.652 1.127
Skirts 1.650 0.421 - - 1.012
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Figure 5. Dice coefficient value variation during the training process of different UNet architectures
(with augmentation and without denoted maximum coefficient values).

Figure 6. The instances of measurements predicted key points for different types of garments:
(a) blazer, (b) skirt and (c) dress.

More difficulties were encountered in the measurement of blazers dimensions, with
the largest errors (MAE = 1.826) predicting the width of shoulders. However, the sleeves
are measured quite accurately (MAE = 0.652), even though the same blazers’ key point (1)
is used in the algorithm. However, it should also be considered that such errors may occur
due to measurement inaccuracies, as the algorithm for converting pixels to centimetres with
different coefficients gives more accurate results. The highest errors in the measurement of
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the jacket shoulders can also be explained by the complexity of the jacket image set, which
includes some cases where the shoulders are difficult to determine due to the small size of
the mannequin, and the colour of the jacket, etc. A similar situation is seen with the skirts’
length measurements, where about 15% of them have tassels, a translucent top layer, a
crooked cut and other issues (see Figure 7).

Figure 7. Examples of specific cases: (a) in the blazers dataset regarding to shoulders line and (b) in
skirts dataset regarding to the bottom line.

4. Discussion

For more extensive experimental purposes, three other convolutional neural network
(CNN) models have been examined, namely MobileNetV2 [39], ResNet50 [40] and Deep-
Pose [41] (see Figure 8). All models were trained with the same dataset and for the same
time. Some models have employed pretrained weights while others used fixed, not train-
able backbone part of neural network. Table 4 presents the experimental results including
similarity metrics. Therefore, some widely accepted quantitative metrics are used in the
study to measure the similarity between two images [42,43]. Mean squared error (MSE) is
commonly used to estimate the difference between two images by directly computing the
variation in pixel values. The smaller value of MSE represents better similarity. Its value is
defined as:

MSE = `(x, y) = sum(L), L = {l1, . . . , lN}>, ln = (xn − yn)
2, (2)

where N is the batch size, x and y are tensors of arbitrary shapes with a total of n elements
each and the reduction is the sum operation.

From the results, we can notice that the MobileNetV2 fully trained model has provided
better results (MSE loss = 0.009 and Dice = 0.985) compared to the fixed MobileNetV2 model
using pretrained data. The worst results have been achieved using DeepPose with MSE
loss = 0.039, Dice = 0.935, Dice loss = 0.065 and RMSE = 0.190.

Table 4. Values of accuracy metrics.

Model MSE Loss Dice Dice Loss RMSE

MobileNetV2 (fixed) 0.032 0.944 0.056 0.186
ResNet50 (fixed) 0.032 0.948 0.052 0.181
MobileNetV2 0.009 0.985 0.015 0.095
ResNet50 0.022 0.962 0.038 0.150
DeepPose 0.039 0.935 0.065 0.199

Clothing segmentation allows identifying the garment’s location and distinguishing
it from other objects in the photos. However the key points detection approach can be
used not after the segmentation, but instead of segmentation, thus omitting one step and
facilitating the calculation of dimensions [44]. Determining the coordinates of tens of points
is an easier task than classifying all the pixels in a photo. This allows the use of a smaller
artificial neural network model and an output layer with fewer neurons. A few instances
of the results of predicted key points positions are provided in Figure 8.



Appl. Sci. 2022, 12, 4470 13 of 17

Figure 8. The comparison of different CNN architectures for keypoints detection.

4.1. Limitations

The main drawback of our solution is that the developed algorithm cannot adapt to
the different conditions that occur on exceptional terms when a garment mask is created
poorly. Uneven edges and unfilled cavities can corrupt the results or completely stop the
operation of the algorithm, as finding some points is necessary to calculate the final results
for all dimensions of the garment. For this reason, we believe that a multi-level prediction
could be more appropriate. The first step in creating a mask is to set the points according to
the type of clothing and a simple algorithm to determine the distance between the points.
This allows calculating the dimensions of garments if garments are photographed at the
same distance and with the same camera. Since the ratio of pixels to centimetres does
not change in the photos, the only thing needed is to measure a constant or train a neural
network model. However, experimentation has shown that it is difficult to ensure exactly
the same experimental conditions, such as the distance, angle, lens and resolution of the
camera. One possible solution is to capture the garment together with an object of a fixed
size. This could be a credit card, a geometric shape of a certain size, for example, a square,
etc. These objects should also be recognized in the image and used for scaling. However,
even universally sized objects (e.g., bank cards) can have different colours, reflected in
the photograph, blending in with the clothing, which causes additional problems. For
these reasons, printed templates are often used for scaling. They are easy to recognize in
photographs and can be used to calculate an accurate scale regardless of the camera, the
shooting angle and distance.

The other method of estimating the scale of the object is with an algorithm that utilizes
continuous frames to estimate the camera’s pose [45]. This method has been implemented
in smartphone apps (e.g., iPhone) thus users can determine object size and scale. However,
this approach requires a video or some other references, therefore it is not suitable for scale
estimation from clothing images.

The UNet-based solution developed in this study removes extraneous artefacts visible
in the image and solves the problem of varying environmental conditions. UNet collects
information about the garment position in the photo, which is used in the algorithm as a
binary array. With this data, the algorithm can easily identify points on the garment that
can be used to calculate the dimensions of the garment. The advantage of this solution is
that it is possible to clearly identify the problems that cause the model to predict garment
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dimensions poorly. Such a division between mask prediction and algorithm makes it
possible to achieve high accuracy, expandability and wide applicability. It is a flexible
solution that does not require strict environmental conditions, and measurements can be
made using different mannequins, photographing clothes on a person, hanging on a hanger
or lying down.

4.2. Human Measurement Error

Writing down detailed information about each garment element is manual and time-
consuming labour. By correctly identifying main clothing parts, such automated segmenta-
tion and measuring system could even improve over human-made measurements. Our
empirical experiment has shown that human measurement error can be up to 3 cm, de-
pending on the specific areas of the garment being measured. The experiment involved
20 people aged 22–58 years. Each of them was asked to measure two types of clothes. For
skirts, they were asked to provide two dimensions-waist and skirt length, and for men’s
jackets-shoulder width, overall jacket length and sleeves length. Even with prior instruction
on how and what to measure, errors still occur, for example, up to 3.02 cm in the case of a
jacket length measurement (see Figure 9).

Figure 9. The error of manual measurement for two different types of clothes: skirts and men’s jackets.

5. Conclusions

This paper addresses the problem of automatic measurements of garments dimensions.
The proposed solution consists of deep learning-based garment segmentation and the detec-
tion of key points needed to measure the main garment dimensions. Different UNet family
architectures have been employed for segmentation tasks. The UNet 128 × 128 model
with a Dice accuracy of 0.977 has demonstrated the highest accuracy results compared
with other UNet models and showed the superiority over the UNet models pre-trained
with the additional datasets. The key points detection process has been performed on
the predicted masks obtained using the Unet 128 × 128 model. Separate algorithms (for
the blazers, skirts and dresses) have been developed in this research to identify general
and specific garment key points enabling us to measure the dimensions of the garment.
Automatic measurements experiments including three types of garments (blazers, skirts
and dresses) have resulted in an average 1.27 cm measurement error for the prediction of
the basic measurements of blazers, 0.747 cm for dresses and 1.012 cm for the skirts. The
results are promising, given that in the industry a measurement error of up to ∼2 cm is
acceptable, while human measurement error can be up to 3.02.

The comparison of existing solutions is quite difficult due to the purpose of the pro-
posed solution itself, diverse environmental conditions, individual datasets or evaluation
metrics. Commercial solutions currently available on the market aim to make the process
of purchasing clothes easier while reducing the number of returns. Therefore, the first
and most important step is to obtain accurate body measurement data by integrating deep
learning algorithms and other artificial intelligence techniques. The second objective of
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such systems (mobile apps) is to provide personalized clothing sizing recommendations
to help eliminate sizing problems. Such systems can be called smart shopping assistants
with quite clear objectives, including sustainability. The solution proposed in this study
focuses on the automated extraction of garment information, i.e., the recognition of the
type of garment and the accurate measurement of its dimensions, without being tied to the
positioning of the garment (lying down, on a mannequin or on a hanger). One of the key
goals of this research is to enable less-standardized garment photography, in contrast to cur-
rent garment measurement systems which require fixed position setup, calibration, and/or
dedicated infrastructure to ensure small error (∼0.318 cm). Although the quality of the
photos is certainly important, our solution does not require the highest quality professional
photos, so it can be used both in the industry and on online platforms selling second-hand
or new clothes (e.g., “Ebay”, “Vinted”). The results presented in this study are related to the
most important and challenging aspect of garment information identification—automated
garment dimension measurement. However, the potential for extending such a solution is
significant. A further objective is to automate the manual entering of all the information
about the garment, such as what is the type, colour, size, etc. Moreover, additional solutions
could be added to retrieve information from the label, which includes information on fabric
composition, garment size and brand. Colour identification is one of the simplest tasks,
but it is possible to develop a more sophisticated solution based on unsupervised learning
algorithms to automatically identify a few dominant colours (in the case of a multi-coloured
or patterned garment), and incorporate an adaptive and broad palette of colours, rather
than a fixed and narrowly defined range of colours.
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