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INTRODUCTION

Relevance of the work
MEMS devices are being integrated with various commercial products such as

accelerometers (used to control airbag deployment in vehicles), blood pressure sen-
sors, consumer electronics, medical, communications, defense and other areas. The
research and development of MEMS devices depend on scientific fields of mechani-
cal engineering, materials science, electrical engineering, chemical engineering, fluid
engineering, optics, instrumentation and packaging. Despite the small size, MEMS de-
vices achieve better performance, reliability, volume, weight and lower costs. MEMS
and MOEMS components typically have moving parts. Thus a reliable and traceable
metrology techniques are required for testing and development.

Optical methods, based on interferometric techniques, has been successfully
applied for MEMS testing. Double exposure moiré and laser holography methods
have been successfully applied for static MEMS metrological measurements. Time-
averaged moiré and holography methods are used for vibration analysis by generating
time-averaged patterns of interference fringes. Accurate interpretation of experimental
results is one of the important factors enabling the minimization of the general uncer-
tainty budget. Thus effective techniques are needed for correct interpretation of optical
experimental patterns of interference fringes. Methods for fringe identification, such
as phase shifting technique, has been successfully applied for double exposure tech-
niques. Though they have limitations for vibrations analysis with high frequencies, as
it requires multiple interferograms with a phase shift. Another approach is fringe cen-
terlines identification method though reliable interpretation of undeveloped and fringes
contaminated by noise is a difficult task. An appropriate application of time-averaged
holography for MEMS analysis performing nonlinear vibrations also has its limits.

A novel application of dynamic visual cryptography has been applied for me-
chanical vibration testing. In this method, the encoded cover image is fixed on the
head of a vibration shaker system, and a human operator can detect the parameters of
the vibration processes. A simple look at vibrating cover image diagnoses a problem
with the system. This method can be successfully applied for effective experimental
investigation and testing of MEMS devices.

The object of the research is interferometry based methods for analysis of mi-
croelectromechanical systems.

The aim of the work is to develop optical interferometric techniques for identi-
fication, analysis and monitoring of microelectromechanical systems.

The main tasks of this research were as follows:

1. to perform a literature analysis of optical interferometric techniques for identifi-
cation, analysis and monitoring of microelectromechanical systems.

2. to investigate the methods for the interpretation of time-averaged holographic
fringes produced by non-linear oscillations of microelectromechanical systems.
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3. to develop a scheme for the identification of experimental optical images of com-
plex, undeveloped interferometric fringes embedded in high background noise.

4. to integrate computer generated holography and dynamic visual cryptography
methods for monitoring parameters of microelectromechanical systems.

Methods, software, and experimental tools

• Moiré and holography based methods used for the analysis of microelectrome-
chanical systems.

• Computer vision techniques and mathematical morphology methods are used for
processing of experimental images.

• COMSOL Multiphysics (the scientific package for physics-based finite element
method modeling) is used for simulation of microelectromechanical systems.

• Matlab R2012b was used to access computational data, modeled using COM-
SOL Multiphysics. Computational optical model was created using standard
Matlab functions to demonstrate time-averaged fringe formation. Matlab was
also used to implement Gerchberg-Saxton algorithm and to integrate it with an
implementation of digital visual cryptography, to demonstrate the validity of the
proposed method.

• Python (including NumPy and SciPy packages) has been used for developing
computational tools for centerline identification in experimental optical images.

• Mahotas Python package was used for performing mathematical morphological
operations.

• Graphics processing tools, such as GIMP, Inkscape, Adobe Photoshopwere used
for experimental image processing.

• Shadow moiré experimental setup was used to record deformation field of the
printed circuit board.

• Holographic PRISM system was used for experimental investigation of micro-
electromechanical systems.

Defended statements

• Time-averaged fringes generated by microelectromechanical systems cannot be
interpreted by using straightforward techniques based on the assumptions that
analyzed systems oscillate according to the harmonic law of motion.

• Straightforward identification of centerlines of time-averaged fringes is not suf-
ficient for the optical interpretation of complex patterns of fringes (where some
fringes are not fully developed, or the whole interferogram is contaminated with
noise). Continuation and interpolation of fringe centerlines help to interpret even
complex interferograms.
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• Optical integration of computer generated holography, and dynamic visual cryp-
tography enables to monitor parameters of MEMS elements. Computational ex-
periments prove the validity of the proposed experimental technique.

Scientific novelty and significance

• The proposed technique for the interpretation of time-averaged fringes pro-
duced by chaotic oscillations enables to validate actual dynamic displacements
of MEMS components. Developed finite element model of a fixed-fixed beam
performing nonlinear oscillations provides valuable insight into the motion of
investigated system.

• Continuation and extrapolation of fringe centerlines help to interpret interfero-
metric fringes that are not fully developed and contains noise. Such approach is
important for the identification of microelectromechanical systems when using
interferometric techniques.

• Proposed optical integration of computer generated holography and dynamical
visual cryptography. Such optical technique is important for MEMS investiga-
tion.

Approval of the results

The major results of the dissertation were published in 8 publications, 4 of which
are published in the Institute for Scientific Information (ISI) as the main list of publi-
cations with citing indexes; and other 4 were published in peer-reviewed journals and
conferences. The topics covered in the dissertation were presented at two international
conferences. The results of the research were also presented in the exhibition “KTU
Technorama 2012”.

Scope and structure of the dissertation

Doctoral dissertation consists of an introduction, 4 major sections, conclusions,
list of references and list of the author’s publications. There are 46 figures, and the list
of 117 cited sources within the main part of the dissertation.

The relevance of the work and problem is discussed in the introduction. Also, the
aim of the work and main tasks are formulated. Methods of investigations, software,
and experimental tools are provided in this section, together with defended statements,
scientific novelty significance, approval of the results, and the scope and structure of
this thesis are presented.

The literature analysis on the aim and objectives of this thesis is presented in the
first chapter. Interpretation of time-averaged holographic fringes produced by nonlin-
ear oscillations of MEMS devices is discussed in the second chapter. Development of
the computational tools for the identification of experimental optical images of com-
plex, undeveloped interferometric fringes embedded in high background noise is pre-
sented in the third chapter. Optical integration of computer generated holography, and
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dynamic visual cryptography is presented in the fourth chapter. Finally, conclusions,
bibliographic references, author‘s scientific publications, and acknowledgments, are
presented.
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1. LITERATURE REVIEW

MEMS (microelectromechanical systems) are systems that integrate mechanical
and electrical elements to perform certain functions. The research, development and
manufacturing of MEMS began back in 1960’s and has been gaining traction since
then (Wise, 2007). Companies started to deploy MEMS components in numerous
commercial products such as accelerometers (used to control airbag deployment in
vehicles) and pressure sensors (used in the medical sector) in mid-1990’s. It resulted
in an increasing application, manufacturing and integration of MEMS devices. Con-
sumer electronics, as they are today, would impossible without integration of MEMS
devices. Today MEMS are used in many areas such as automotive, electronics, medi-
cal, communications, defense and others (Rai-Choudhury, 2000). The research, design
and manufacturing of MEMS depends on mechanical, chemical, electrical, fluid, engi-
neering, materials science, chemistry, optics, instrumentation, and packaging, making
it an interdisciplinary field.

Because of MEMS size (ranging from micrometers to millimeters), it is possible
to integrate them into a wide range of systems, such as smartphones, cars, printers, pro-
jectors, blood pressure sensors, mass storage devices, and so on. MEMS can be classi-
fied as sensors or as actuators (transducers). The most typical transducers are mechan-
ical, radiation, thermal, magnetic, chemical and biological (Rai-Choudhury, 2000).
Mechanical sensors are based on piezoresistive, piezoelectric, resonant or capacitive
sensing mechanisms and are used for sensing strains, force, and displacements. Radia-
tion sensors are photodiodes, charge-coupled devices, and pyroelectric sensors. Ther-
mal sensors can be categorized as thermo-mechanical sensors, thermoresistive sensors,
and thermocouples. Typical chemical sensors are chemo resistors, chemo capacitors,
chemomechanical, calorimetric sensors. Microfluidic devices are also well known for
their usage as flow channels, flow sensors, valves, pumps, and droplet generators for
chemical analysis, drug delivery, biological sensing, environmental monitoring (Moo-
Young, 2011). Despite a small size, MEMS increases performance and reliability, and
it also has reduced physical size, volume, weight, and cost.

Much focus of recent research has been inf the fabrication of MEMS. Three gen-
eral types of fabrication methods are bulk micromachining, surface micromachining
and high-aspect-ratio micromachining (HARM) (Mamilla et al., 2014). Bulk micro-
machining technique is based on the selective removal of the substrate material in or-
der to realize miniaturized mechanical components. The removal is performed by us-
ing chemical or physical techniques (Kovacs et al., 1998). Deposition and etching of
different structural layers on top of the substrate is performed in case of surface mi-
cromachining (Bustillo et al., 1998). High-aspect-ratio micromachining (HARM) in-
volves micromachining as a tooling step followed by injection molding or embossing
and, if required, by electroforming. HARM method employs a technique called LIGA
(Lithography, Electroplating, and Molding) (Q. Wang et al., 2009). Typical materials
used in MEMS fabrication are silicon, polymers, metals and, ceramics (Mamilla et al.,
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2014).
It is obvious that a reliability of MEMS is crucial, because of its application in

sensitive areas, such as automotive and aerospace safety systems, chemical and biolog-
ical warfare sensors, and others (Iannacci, 2015). It is critical to ensure the reliability
in all steps of development of MEMS devices. One should choose appropriate technol-
ogy, materials, and packaging solutions. In order to solve this problem, various tech-
niques, methods, and analysis for different types of MEMS were proposed in recent
years, such as fast reliability assessment method for Si MEMS-based microcantilever
beams (Rafiee et al., 2014), enhancement of RF MEMS switch reliability through an
active anti-stiction heat-basedmechanism (Iannacci et al., 2010), investigation of pack-
aging influences on the reliability of MEMS resonators (Zaal et al., 2008), and others.

The area of optics and micro-optics can be applied directly to a design of MEMS
and is called MOEMS (micro-opto-electromechanical systems). MOEMS are used
as waveguides, filters, modulators, micro mirrors, optical switches, and others (Y.-C.
Chen et al., 2012; Comtois et al., 1999; Guan et al., 2013). A widely used optical
components in MEMS are diffractive optical elements (DOE). DOE is an element that
modifies wavefronts by segmenting and redirecting the segments through the use of
interference and phase control (Shea, 2004). DOE integration in the optical setup al-
lows to change and control the shape of a laser beam. It accomplishes almost the same
optical functionality as elements of the refractive optics, such as optical lenses, prisms,
and spheres. Diffractive optical elements are much smaller in size and weighs less
compared to standard elements of the refractive optics. DOEs can be used in the form
of a transparency or a reflecting mirror. Various techniques are used for the manufac-
turing of DOEs, such as diamond turning (Smith, 1982), half-tone masking technique
(Quentel et al., 2001), electron or ion beam writing (Turunen, 1997; Teijido et al.,
1989), and others. E-beam lithography is the technique of choice for applications, that
require high quality and sophisticated hologrammasters – though e-beam direct writing
has the disadvantage of a higher fabrication cost (Gao et al., 2002). The use of reg-
ular electron-beam lithography for the fabrication of a computer generated hologram
(CGH) is discussed in (Teijido et al., 1989). Most DOEs production technologies have
grown from microelectronics and MEMS microfabrication techniques.

Advanced strain measurement and control tools are regarded as primary tech-
nology drivers in such industries as MEMS fabrication and high-precision machine
tools manufacturing (Shang et al., 2005; Sciammarella et al., 2003; Han, 1998).
Optics can be employed in process of designing MEMS for metrological measure-
ments and reliability evaluation, such as dynamic characterization of MEMS di-
aphragm, using time-averaged in-line digital holography (Singh, Miao, et al., 2007) or
static and dynamic characterization ofmicrostructures using acoustic-optic-modulated-
stroboscopic-interferometry (Quentel et al., 2001). Most conventional measurement
techniques for MEMS are interferometry, holography, image correlation, and struc-
tured light based methods. Traditional whole field holographic and moiré based inter-
ferometric methods can be used in order to estimate displacements of MEMS objects.
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Both methods can be also used for vibration analysis by generating time-averaged pat-
terns of interference fringes. Though sensitivity of the holographic method is better
compared to moiré method, moiré method has been successfully applied for deforma-
tion analysis of MEMS structures (Z. Liu et al., 2010; Xie et al., 2004). The correct
interpretation of results of the experimental measurements is one of the main factors
enabling the minimization of the general uncertainty budget. Particularly this is impor-
tant in projection and shadowmoiré applications, where problems, such as non-uniform
distribution of moiré fringes in the observed area, poor lighting conditions, complex
surfaces of the investigated objects, and noisy backgrounds do not allow a reliable
interpretation of the optical measurement results.

1.1. Moiré methods for identification of object surface deformations

The termmoiré has been adopted to describe the interaction of two superimposed
gratings in the literature of optics. It has origins in a French word for watered, relating
moiré to watered silk that has patterns with brighter and darker bands and resembles
moiré fringe patterns. Moiré patterns are obtained by the mechanical interference of
lines by the superimposed network of gratings. Moiré method can be used for measure-
ment of surface topography, deformation, displacements, strain, and vibrations. The
other advantage of this technique is that it has a wide range of measurement sensitivity.
The sensitivity depends on the pitch of the gratings used and the optical imaging sys-
tem. Themost commonmethods are geometric moiré, shadowmoiré, projectionmoiré,
reflection moiré, moiré interferometry, and time-averaged geometric moiré. The main
advantage of shadow, reflection and projection moiré techniques is that moiré grating
is formed by an array of grayscale lines onto the surface of the deformable body in-
stead of physically drawing these lines. This feature is important in applications when
the graphical formation of grating lines is complicated or even impossible. Moiré tech-
niques allow both – in-plane and out-of-plane measurements. The in-plane method can
be applied for measuring creep, residual stress, fracture dynamic loading and thermal
deformations. The out-of-plane method is used to measure out-of-plane displacements.

1.1.1. Fundamentals of moiré technique

Gratings are arrays of opaque and transparent which a are straight and has equal
spaces (though concentric circles, cross gratings and dots can be used in some situa-
tions). Two gratings are needed to form a pattern of moiré interference fringes. The
with of opaque and transparent lines is called pitch p. The number of lines per unit
length is called density d. The following conditions has to be satisfied to get a map
well–developed moiré fringes (Sharpe et al., 2008):

• bars and spaces have the equal size,

• the two gratings are well defined,

• the angle of intersection of the two gratings is small,
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Figure 1.1: Formation of moiré fringes due to rotation of gratings a) and difference in pitch of
gratings b).

• the ratio of the pitches of the gratings is small.

In the first case, we have two gratings with slightly different pitches p1 and p2 as
shown in Figure 1.1. The light fringes are observed in areas where two opaque strips
coincide. In this case, the transmitted light intensity is maximum. The dark fringes are
observed when transparent strips overlap opaque strips. In this case transmitted light
intensity is minimum. Let’s denote δ as a distance between fringe centers and m as
the number of pitches of the coarser grating that fall within δ. In this case, the distance
between centers of fringes

δ = mp1 = (m± 1) p2 (1)

In this case, from a well-developed pattern of fringes, one can find nominal strain
ϵ using equation

ϵ =
p1

δ − p1
≈ p1

δ
(2)

In the second case, we have interference of two gratings accomplished by rotation
of a second grating. Gratings have the same pitch though the second grating is rotated
by an angle θ with respect to the first grating. In this case, the distance between centers
of fringes is

δ =
p1 cos (θ/2)

sin (θ)
=

p1
2 sin (θ/2)

(3)

In case of rotation fringes are perpendicular to the bisector of angle θ. If we have
a well-developed pattern of fringes, parameter θ reads:

θ ≈ p1
δ

(4)
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Amore complicated cases of in-plain moiré employment in two dimensions, such
as a combination of previous methods, where gratings have different pitches and are
rotated respectively to each other, and application of a displacement method for moiré
fringe analysis are discussed in (Sharpe et al., 2008). Although geometric moiré is a
classic technique, new research is being performed constantly in this area, such as a
comparison of in-plane displacement measurement from circular grating moiré fringes
using Fourier transformation and graphical analysis (Yen et al., 2012), combination of
high resolution transmission electron microscopy and moiré patterns for determination
of thickness of in-plane thin films (Valamanesh et al., 2011), reliability prediction of
delamination failures of chip warpage model (S. Y. Yang et al., 2012), and others.

1.1.2. Shadow and projection moiré methods

Shadow moiré and projection moiré methods are topography methods used for
measuring out-of-plane displacements (Kobayashi et al., 1993; Lehmann et al., 1999;
Breque et al., 2004; Meadows et al., 1970; Takasaki, 1970). Both methods are com-
monly used to measure the profile of surfaces in order to evaluate displacements caused
by temperature, humidity, mechanical load, or other variables of diffusely reflecting
objects. Because its optical arrangement is cheap and easy to implement in industry en-
vironment, the technique has been widely used and well studied in different fields, such
as structural mechanics, impact testing and vibration measurement (Du et al., 2014).
The most common setup of projection moiré comprises the projection grating, placed
in front of and a camera. The shadow moiré technique is different from the projection
moiré as grating is placed close to the object, and the shadow of the object is observed
through the grating. The interfere of grating lines with the shadow lines produces in-
terference fringes. Centerlines of these interference fringes represent surface contour
map.

A linear reference grating (comprised of black and transparent stripes) of pitch g
is placed adjacent to the specimen surface. The specimen and grating are illuminated
by an incident light source. A well-defined shadow of the reference grating is cast
upon the specimen surface and interferes with a reference grating. Superposition of
those two gratings forms a moiré pattern of interference fringes. A generic relation
between the fringe order N and the gapW reads (Sharpe et al., 2008)

W =
g

tanα+ tanβ
N (5)

where g is the pitch of the grating; α is the angle between the camera and normal vector
of the reference grating; β is the angle between the light source and the normal vector
of the reference grating. A more robust shadow moiré setup is shown in Figure 1.2. In
this case, the relationship between the fringe order and the gap is

W =
g

tanα
N or W =

g

(D/L)
N (6)
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α is the angle between the camera and the source of light. In this case a distance from
the camera to the specimen L equals the distance from the camera to the source of light
D. This arrangement and usage of collimated light assures constant sensitivity across
the field and avoids geometrical distortions.

The projection moiré technique allows obtaining the relief of an object. Its prin-
ciple consists of projecting a sinusoidal grating of parallel lines onto the surface of the
object. The illuminated object is photographed in its original condition, and its de-
formed condition after loads are applied. The superposition of these gratings generates
a pattern of moiré fringes. The relief is then deduced from the analysis of the grating
observed by a digital camera and the geometric parameters of the setup.

W =
g

tanα
N (7)

where α is an angle between the light source and the camera; N is fringe order at B.
This method is used to find the changes in object topography between two or more
states. Another approach, where a reference grating is in front of a camera can be used
(Sharpe et al., 2008). In this case, a pattern of moiré fringes is formed, and only one
object state is used to retrieve a topography of that object.

Various techniques based on the shadow and projection moiré methods are be-
ing continuously developed. Shadow moiré technique is frequently used as a method
for evaluating warpage of components. Improvements to the metrology have resulted
in increasing of its usefulness for evaluating various board-level manufacturing tech-
nologies (Geng et al., 2006). Shadowmoiré has been also used to determinate Young’s
modulus of epoxy coated polyethylene micro-cantilever by using phase shifting tech-
nique (Lim et al., 2011), and to analyze higher order behavior of sandwich beams us-
ing digital projection moiré (Pourvais et al., 2014). Recently, two wavelengths of the
projection topography and the synchronization between a the projector and CCD cam-
era were used to treat large-step discontinuities in 3D measured objects (Ryu et al.,
2008). Phase-shifting fringe analysis was used to enhance the measurement resolution
of the grating projection moiré topography (Kim et al., 1999). A method was devel-
oped which uses FFT (Fast Fourier Transform) and signal-demodulating techniques to
generate a wrapped phase map from a clear pattern of projection moiré fringes (He et
al., 1998). A continuous phase was obtained by using an unwrapping procedure. The
accuracy of the method is increased by a digital method for fractional fringe multi-
plication. Computer-aided moiré methods use the versatility of modern computers not
only for practical measurements but also for teaching moiré techniques (Asundi, 1993).
Novel and advanced applications of projection moiré are developed continuously, such
as using projection moiré for measurement of instantaneous out-of-plane bending of
composite plates on the edges of wings subject to bird strikes (Van Paepegem et al.,
2008), or using a combination of moiré-filtering and object adapted fringes to monitor
the exact position of a rotating fan with seven wings rotating with 100 Hz (Wagemann
et al., 1999).
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Figure 1.2: A schematic illustration of shadow moiré method. Shadow moiré setup comprises
a camera (1), a light source (2), a lens (3), reference grating (4), an object surface (5).

Figure 1.3: A schematic illustration of projection moiré method. Projection moiré setup com-
prises a camera (1), a light source (2), a lens (3), on object surface in initial state (4), an object
surface in deformed state (5).
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1.1.3. Time-average geometric moiré

Time-averaged geometric moiré is a dynamic alternative to static double expo-
sure geometricmoiré. A singlemoiré grating is used in time-averaged geometricmoiré.
An opaque image of the grating is printed on the surface of a vibrating body and time
averaging techniques are used to acquire time-averaged moiré fringes (Liang et al.,
1979). Exploitation of time-averaged geometric moiré is not limited to optical analy-
sis of vibrating structures. It can be also used for the synthesis of a predefined pattern
of time-averaged fringes. Such type of image hiding technique (when the secret im-
age leaks in the form of a time-averaged moiré fringe in an oscillating non-deformable
cover image) was first presented in (Ragulskis and Aleksa, 2009). The secret image
is embedded into a single cover image by using a stochastic moiré grating. A visual
decoding of the secret image can be performed by a human visual system if the am-
plitude of the harmonic oscillations corresponds to a preselected value. The fact that
a human visual system cannot interpret the secret from a static image makes this im-
age hiding technique similar to visual cryptography. Special computational algorithms
are required to encode the image, but the decoding is entirely visual. The difference
from visual cryptography is that only a single cover image is used and that it should be
oscillated to leak the secret.

Lets consider a one-dimensional harmonic moiré grating:

F (x) =
1

2
+

1

2
cos
(
2π

λ
x

)
(8)

where λ is the pitch of the grating; 1 corresponds to the white color, 0 corresponds
to the black color, and all intermediate numerical values of F (x) correspond to an
appropriate grayscale level. Lets assume that this moiré grating is oscillated around
the state of equilibrium (without being deformed), and a deflection from the state of
equilibrium does not depend on x (Ragulskis and Navickas, 2009):

u (x, t) = u (t) = a sin (ωt+ φ) (9)

where ω is the cyclic frequency; φ is the phase and a is the amplitude of the oscillation.
In this case time averaging operator is derived as follows:

lim
T→∞

1

T

ˆ T

0

(
1

2
+

1

2
cos
(
2π

λ
(x− a sin (ωt+ φ))

))
dt =

=
1

2
+

1

2
cos
(
2π

λ
(x− b)

)
lim

T→∞

1

T

ˆ T

0
cos
(
2π

λ
a sin (ωt+ φ)

)
dt+

+
1

2
sin
(
2π

λ
(x− b)

)
lim

T→∞

1

T

ˆ T

0
sin
(
2π

λ
a sin (ωt+ φ)

)
dt

(10)

Since

lim
T→∞

1

T

ˆ T

0
sin
(
2π

λ
a sin (ωt+ φ)

)
dt = 0 (11)
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previous equation will hold, if we multiply this component by a complex number i and
replace sin (2πx/λ) with cos (2πx/λ), thus:

F̄1 (x) = lim
T→∞

1

T

ˆ T

0

(
1

2
+

1

2
cos
(
2π

λ
(x− a sin (ωt+ φ))

))
dt =

=
1

2
+

1

2
cos
(
2π

λ
x

)
lim

T→∞

1

T

ˆ T

0
cos
(
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λ
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)
dt+

+i · 1
2
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(
2π

λ
x

)
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1

T

ˆ T

0
sin
(
2π

λ
a sin (ωt+ φ)
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=
1

2
+

1

2
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(
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λ
x

)
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T→∞

1

T
. . .

. . .

ˆ
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(
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λ
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(
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λ
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=
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+

1

2
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(
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λ
x
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T→∞

1

T
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0
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[
2π

λ
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]
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=
1

2
+

1

2
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(
2π

λ
x

)
J0

(
2π

λ
a

)

(12)

where T is the exposure time; J0 is the zeroth order Bessel function of the first kind.

J0 (x) = lim
T→∞

1

T

ˆ T

0
exp

[
2π

λ
x sin (ωt+ φ)

]
dt (13)

In case, a deflection from the state of equilibrium function is

u (x, t) = u (t) = a sin (ωt+ φ) + b (14)

where ω is the cyclic frequency; φ is the phase and a is the amplitude of the oscillation,
b is a constant, the time-averaged gray level value will be:

lim
T→∞
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Derivation is similar to Eq. (12) and thus:

F̄2 (x) =
1

2
+

1

2
cos
(
2π

λ
(x− b)

)
J0

(
2π

λ
a

)
(16)
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The original moiré grating is mapped into a time-averaged fringe (F̄1 (x) = 0.5)
when J0 becomes equal to zero:

J0

(
2π

λ
a

)
= 0 (17)

An envelope function which shows gray level changes in original image is

1

2
± 1

2
J0

(
2π

λ
a

)
(18)

In other words, the explicit relationship between the pitch of the moiré grating λ, the
amplitude of harmonic oscillations a and the consecutive number of the time-averaged
moiré fringe k reads:

2π

λ
ak = rk; k = 1, 2, . . . (19)

where rk is the k-th root of J0; ak is the discrete value of the amplitude which results
in the k-th time-averaged fringe in the time-averaged image.

A pattern of time-averaged fringes is shown in Figure 1.4. Static moiré grating
comprises opaque and transparent lines with the interval 0 ≤ y ≤ 5 and the pitch
of the grating λ = 0.2. Time-averaged fringes forms as amplitude increases and are
modulated by the zero-order Bessel function of the first kind Eq. (12) (Ragulskis and
Aleksa, 2009).

A computational demonstration of time-averaged fringe formation can be per-
formed by constructing numerical time-averaged images, where the envelope function
is changed by:

Em (s) =

{
1
m

∑m
i=1

(
cos2

(
π
λ sin

(
2π
m

)
(i− 1) /a

))
1
m

∑m
i=1

(
sin2

(
π
λ sin

(
2π
m

)
(i− 1) /a

)) (20)

wherem is number of discrete frames in one period of oscillations.

1.2. Holographic methods for identification of object surface deformations

Interferometry is an optical experimental technique for analysis of profiles of sur-
faces, motion, detection of deflections, structural vibrations of microsystems - where
the amplitudes of those vibrations are in the range of nanometers to a few micrometers
(Krishna Mohan et al., 2009; Kujawinska, 2002; Salbut et al., 2004; L. Yang et al.,
2009). Various applications of this experimental method are being developed. Anal-
ysis of viscous and material damping in microstructures by means of interferometric
microscopy (De Pasquale, 2013), interferometric readout of multiple cantilever sensors
in liquid samples (Koev et al., 2010), an interferometric study of reliability of micro-
cantilevers (Krupa et al., 2011), are typical examples of applications of interferometry
in microsystems analysis.
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Figure 1.4: A pattern of time-averaged fringes at λ = 0.2 and a(x) = x. The grayscale image
of the time-averaged fringe pattern is shown in a) and zero-order Bessel function of the first
kind in b), and the standard deviation of the grayscale level in the time-averaged image in c).
Centers of time-averaged fringes and roots of Bessel function are connected by dashed lines
(Petrauskiene, Aleksa, et al., 2012).

Holographic interferometry is a powerful optical method for mapping changes in
the shape of three-dimensional objects with high accuracy. Digital holography is used
for nondestructive testing, strain analysis and analysis of vibrations in microsystems
(Hariharan, 2007). An overview of a large variety of its applications forMEMS charac-
terization, residual stress measurement, design and evaluation, and device testing and
inspection is given in (Asundi, 2011). Digital holography and speckle interferometry
are also widely used for the quality inspection and the assessment of the reliability of
microsystems. These optical techniques are employed for themeasurement of displace-
ments, deformations induced by mechanical, thermal, or electrostatic loads (Pedrini et
al., 2009), (Seebacher et al., 2001).

Time averaged holography is an experimental method for quantitative registra-
tion of surface oscillations that has been widely applied for the investigation of mi-
crosystems. The application of this method has been employed in measuring dynamics

26



of micro-metrology (Singh, Hedge, et al., 2006), dynamic characterization of MEMS
diaphragm (Singh, Miao, et al., 2007), measurement of static and vibrating microsys-
tems (Paul Kumar et al., 2011).

One of the assumptions made when applying time-averaged holography method
is that oscillations are harmonic which might not be the case in real life applications of
microsystems. It is well known that even a periodic excitation of the non-linear system
may result in unpredictable, chaotic behavior (system behaviour, when the determinis-
tic nature of the system does not make it predictable, is known as deterministic chaos,
or simply chaos). Nonlinear and chaotic effects in microsystems are widely investi-
gated in (W.-M. Zhang et al., 2011), (Siewe et al., 2011), (Haghighi et al., 2010), (Lin
et al., 2006). Nonlinear dynamics and chaotic behavior of electrostatically actuated
MEMS resonators subjected to random disturbance are investigated analytically and
numerically in (W.-M. Zhang et al., 2011).

Computation and plotting of patterns of time-averaged holographic fringes in vir-
tual numerical environments involves such tasks as modeling of the optical measure-
ment setup, geometrical and physical characteristics of the investigated structures, and
the dynamic response of analyzed microsystems (Ragulskis, Palevicius, et al., 2003).
Holographic interferometry, being a non-destructive whole field technique, capable of
registering oscillations of micro-components, cannot be exploited in a straightforward
manner (Ostasevicius et al., 2005). There exist numerous numerical techniques for in-
terpretation of patterns of fringes in the registered holograms of different oscillating
objects and surfaces. Unfortunately, sometimes straightforward application of these
motion reconstruction methods (for example ordinary fringe counting technique, and
others) do not produce acceptable and interpretable results.

1.2.1. Double-exposure holography

Double-exposure holography uses two states of the object that are recorded on
the same photo plate (Vest, 1979). In this case, hologram carries two complete and
separate holograms. A wave in the plane of the hologram dispersed by any object is
defined as

U1 (x, y) = A (x, y) e−iϕ1(x,y) (21)

and wave in the plane of the hologram dispersed by any object that was under stress or
load is defined as

U2 (x, y) = A (x, y) e−iϕ2(x,y) (22)

where A (x, y) is the amplitude distributions from the object, ϕ1 (x, y) and
ϕ2 (x, y)=ϕ1 (x, y) + ∆ϕ (x, y) are the initial phase and phase after deformations in
object respectively. U2 (x, y) changes because of small deformations in the object. The
irradiance distribution of the object multiplied by a phase term created by the recon-
structed wave behind the hologram can be expressed by.

I (x, y) = 2A2 (x, y) (1 + cos [∆ϕ (x, y)]) . (23)
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The bright fringes are the places where the phase difference∆ϕ (x, y) is the even
multiple of π, the dark fringes show the places where the phase difference ∆ϕ (x, y)
is the odd multiple of π. This method is very useful for such quantities as deformation
and displacements though it is hard or sometimes even impossible to use it in real time
applications where frequencies of oscillations are high.

1.2.2. Time-average holography

The basic principle of the formation of time-averaged holographic interference
fringes can be illustrated by the harmonically oscillating cantilever example (Figure
1.5). Lets assume that the harmonic vibration of the beam is defined as

Z (x) sinωt (24)

where t is time; x is the longitudinal coordinate of the beam;Z (x) is the transverse am-
plitude of oscillations of the one-dimensional beam at coordinate x; ω is the frequency
of harmonic oscillations. Then the characteristic function defining the complex ampli-
tude of the laser beamMT in the plane of the hologram takes the form (Vest, 1979):

MT = lim
T→∞

1

T

T̂

0

exp
(
i

(
4π

λ

)
Z (x) sinωt

)
dt = J0

((
4π

λ

)
Z (x)

)
(25)

where T is the exposure time of the hologram, (T ≫ 1/ω); λ is the laser wavelength;
and J0 is the zero-order Bessel function of the first kind. Then, the resulting intensity
I of the point (x, y) on the hologram is

I (x, y) = a2 (x, y) |MT |2 (26)

where a (x, y) is the distribution of the amplitude of the incident laser beam. A
schematic diagram of a cantilever oscillating according to the first eigenform is pre-
sented in Figure 1.5 a); the time-averaged pattern of holographic interference fringes is
illustrated in Figure 1.5 b). Note that the decay of gray-scale intensity is rather fast at
increasing amplitudes of oscillation. Better visualization of higher order time-averaged
fringes requires contrast enhancement of the time-averaged image. As a limited num-
ber of intensity levels is used for the digital representation of images a sigmoidmapping
function can be used to distort the intensity scale for better visualization of the results
of calculations:

F (I) =
tanh (kI)
tanh (k)

(27)

where parameter k characterizes the level of distortion, 0 < k < ∞. Figure 1.6 il-
lustrates the decay of gray-scale intensity without (the solid line) and with intensity
mapping at k = 2 (the dashed line). The contrast-enhanced time-averaged pattern
of holographic fringes at k = 4 (k = 8) is illustrated in Figure 1.5 c). The identi-
fication of fringes centerlines and employment of fringe counting techniques results
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Figure 1.5: A schematic diagram illustrating the formation of time-averaged holographic
fringes: the one-dimensional structure oscillating according to its first eigenform is shown in
part a); corresponding gray-scale image in the holographic plane is represented in part b); the
contrast enhanced time-averaged hologram is shown in part c); centerlines of time-averaged
fringes and their consecutive numbers are represented in part d) (Vest, 1979).

into Figure 1.5 d). Note, that schematic illustration presented in Figure 1.5 is based
on one-dimensional structure, therefore, finite width along the y-axis is used only for
illustrative purposes.

The ability to enumerate time-averaged holographic fringes and to identify their
centerlines results into the accurate reconstruction of the field of amplitudes of har-
monic oscillations. Really, the amplitude of harmonic oscillations at point xk corre-
sponding to the centerline of the k-th time-averaged holographic fringe equals to:

Z (xk) =
λrk
4π

(28)

where rk; k = 1, 2, ... is the k-th root of the zero-order Bessel function of the first
kind. Note that the uncertainty of such a reconstruction is directly related to the density
of time-averaged fringes in the observation window. On the other hand, the density
of time-averaged fringes is directly related to amplitudes of harmonic osculation and
laser wavelength. It would be difficult to reconstruct the field of amplitudes from one
time-averaged fringe. These constraints define limits of applicability of time-averaged
laser holography in engineering applications. The laser wavelength is usually a fixed
constant (λ = 632.8[nm], for HeNe laser). Thus, one must pre-assess the results of
the optical experiment.
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Figure 1.6: Contrast enhancement of time-averaged holographic fringes: the solid line rep-
resents the decay of intensity at increasing amplitude Z (x); the dashed line shows mapped
intensity levels at k = 4 (dashed line) and k = 8 (dash-dotted line).

All schematic diagrams in the figure are based on the assumption that the illu-
mination and the observation directions are perpendicular to the plane of the beam in
the state of equilibrium (in the par-axial model). In general case the distribution of
intensity of the laser beam a2 (x, y) reads:

a2 (x, y) = IL (kd (NL) + ks (V R)n) (29)

where IL is the intensity of the incident laser beam, kd is the diffuse reflection coeffi-
cient, ks is the specular reflection coefficient, n is a coefficient describing the smooth-
ness of the surface, V is the direction of the viewer,R is the direction of the reflection.
The pattern of time-averaged holographic fringes does not depend on the static defor-
mations of the structure, nor from the distance between the structure and the hologram.

1.3. Computer generated holography

Computer Generated Holography (CGH) is the digital method which is used to
generate holographic interference patterns. A CGH is different from an optical holo-
gram in a way that there is no need to use real objects in the recording stage. Various
computational algorithms are used to design a CGHof a non-existent, synthetic, or even
a virtual object. The functionality of a DOE can be optimized mathematically rather
than experimentally (Turunen, 1997). CGHs are applied in the fabrication of high
spatial-frequency gratings (Suleski et al., 1999), direct laser beam writing (Schilling
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et al., 2001), gray-tone lithography (Kley et al., 1999). An estimate of the phase holo-
gram can be computed by using classical iterative Fourier transform algorithms such
as Gerchberg-Saxton algorithm (Gerchberg et al., 1972) or Adaptive–Additive algo-
rithm (Dufresne et al., 2001). The most popular method used to generate the computer
generated holograms is Gerchberg-Saxton algorithm.

CGHs have been often exploited to implement various image encryption
schemes. One of the examples is the method of optical image encryption with a bi-
nary CGH and pixel-scrambling technology (Y.-Y. Wang et al., 2007). The orders of
the pixel scrambling as, well as the encrypted image, are used as the keys to decrypt
the original image in this method. The other method allows optical color image en-
cryption based on computer generated hologram and chaos theory (J. Liu et al., 2013).
The tricolor separated images of the secret image are encoded with three random phase
arrays constructed by a chaotic sequence of the deterministic non-linear system in this
method. Then Burch’s encoding method using the modified off-axis reference beam
has been adopted to fabricate the CGH as the encryption image.

Optical multiple-image authentication based on modified Gerchberg-Saxton al-
gorithm with random sampling is proposed in (W. Chen and X. Chen, 2014). It is
demonstrated that such optical setup is not significantly affected by cross-talk terms
and that the quality of recovered images is applicable for optical cryptography appli-
cations. A phase-modulated optical system with sparse representation for information
encoding and authentication is developed in (W. Chen, X. Chen, et al., 2013). The
optical cryptosystem is developed with cascaded phase-only masks, and the plaintext
is encoded into the cascaded phase-only masks based on an iterative phase retrieval
algorithm during the encryption. It is shown that the optical authentication operation
with sparsity strategy can provide an additional security layer for the optical security
system.

1.3.1. Fourier transform

Fourier transform is one of the most commonly used techniques in signal pro-
cessing, and it has been employed in various other fields. It is also very useful in many
areas of optics and imaging systems and is usually employed when creating DOE el-
ements as it transforms a periodic function of space to a periodic function of time to
generate descriptions of diffraction patterns and further imaging processes (Steward,
2004). A 2D Fourier transform is mathematically defined as follows:

F (u, v) =

ˆ ˆ ∞

−∞
f (x, y) exp [−2πj (ux+ uy)] dxdy (30)

where u and v are spatial frequencies in x and y directions, respectively, and F (u, v)
is a 2D spectrum of f (x, y). The inverse Fourier transform is defined as follows:

f (x, y) =

ˆ ˆ ∞

−∞
F (u, v) exp [−2πj (ux+ uy)] dudv (31)
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Figure 1.7: A schematic block illustration of Gerchberg-Saxton algorithm. Source intensity is
marked as (1), approximation to target intensity as (2), phase mask as (3), and target intensity
as (4).

For discrete data, the discrete Fourier transform is used, and it is the primary tool of
digital signal processing. The DFT transforms time or space-based data into frequency-
based data. The 2D discrete transform is defined as follows:

F (u, v) =
1

NM

N−1∑
x=0

M−1∑
y=0

f (x, y) exp
[
−2πj

(xu
M

+
yv

N

)]
dxdy (32)

where u and v are the discrete spacial frequencies,M andN are the number of samples
in x and y directions in spacial and frequency domains, F (u, v) is the 2D discrete
spectrum of f (x, y). The inverse of 2D discrete transform is defined as follows:

f (x, y) =

N−1∑
u=0

M−1∑
v=0

F (u, v) exp
[
2πj

(xu
M

+
yv

N

)]
dxdy (33)

A direct calculation of N-point DFT requires N2 complex multiplications and
N (N − 1) complex additions (Zhou et al., 2015). To reduce the computation speed,
various FFT (Fast Fourier Transform) algorithms has been developed to efficiently
compute the discrete Fourier transform and its inverse (R. Al Na’mneh et al., 2007;
Nibouche et al., 2010; R. A. Al Na’mneh et al., 2013).

1.3.2. Gerchberg-Saxton algorithm

Gerchberg-Saxton algorithm is used for the estimation of the phase field in (Ger-
chberg et al., 1972). A block diagram is presented in Figure 1.7. The intensity dis-
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tribution of the unshaped light beam in the hologram plane is defined as IH and the
target intensity distribution in the Fourier plane as IT . The light fields are defined by
2D arrays of complex numbers un and ũn in the hologram plane and in the Fourier
plane respectively. In the beginning, a random number generator is used to generate a
phase distribution φH

0 from a stochastic variable distributed uniformly in the interval
[−π, π]. The algorithm (Gerchberg et al., 1972) steps are given as follows:

(i) Calculate initial field in the hologram plane as follows:

uTn = A (IH) exp
(
iφH

n−1

)
, where A(z) =

√
x · x+ y · y (34)

(ii) This field is propagated from the image-plane to the object-plane. The amplitude
information is discarded leaving only the phase information (for the phasemask).

φT
n = P

(
FFT

(
uHn
))

, where P (z) = arctan
(y
x

)
(35)

(iii) The amplitude and phase of the illumination field are added to the phase infor-
mation in order to obtain the resulting object field.

uTn = A (IT ) exp
(
iφT

n

)
(36)

(iv) This field is propagated from the object plane to the image plane.

φH
n = P

(
FFT−1

(
uTn
))

(37)

(v) The resulting reconstructed image (the square of the field amplitude) is compared
with the expected one. The decision to terminate the process (or continue to
iterate) is made by computing the correlation between both images.

In =
∣∣uTn ∣∣2 (38)

(vi) The phase from the reconstructed image is combined with the field amplitude
obtained from the expected irradiance. The process is repeated from step (i).

1.4. Methods for processing interference fringes

Methods, based upon interference patterns, require tools to analyze interference
fringes. Standard methods are carrier Fourier transform method, phase shifting tech-
nique, and fringe centering technique. Fourier transform is an automatic method that
is suitable for the calculation of full-field displacements. Fourier transform method
has practical limitations compared to its theoretical model as it lacks the capability
of handling discontinuities that are common in experimental interferograms due to
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noise, lighting conditions and other. Phase shifting technique uses multiple records
of interference fringe patterns where phase modulation is shifted. This allows to re-
trieve a wrapped phase map and reconstruct a 3D profile of an object. Fringe centering
technique is based on identifying fringe centerlines and enumerating them. Many algo-
rithms exist for the identification of centerlines and enumeration of interference fringes,
though most of them has limitations.

1.4.1. Mid-point detection method

The method is based on the algorithm proposed in (Parthiban et al., 1989) and
later improved in (Anand, 2003). It uses vertical and horizontal scan lines to determine
mid-points of each dark and bright fringe. The detailed description of this method
is given in (Anand, 2003). It is based on global thresholding and row-column-wise
scanning. This method can be universally applied to all types of interferograms where
fringe centering is needed, such as film thickness measurement based on automatic
fringe analysis proposed in (Abdelsalam et al., 2012), and others. The location of the
mid-point of a fringe can be described by a simple formula:

m (l, s) = round

(
l − s

2

)
(39)

where s is the number of column (row) where the zero level pixel is found in the current
row (column) and l is the number of column (row)where the first white pixel is detected
after a series of zeros. Row and column scans produce two matrices R and C with all
locations ofmid-points of fringes. Geometric superposition ofmatricesR andC results
into the simultaneous scan matrix S that could be expressed as:

S =

m∑
i=1

n∑
j=1

R (i, j)⊕ C (i, j) (40)

where ⊕ is a logical “and” operation if centers of dark fringes are to be identified and
is a logical “or” operation if centers of white fringes are to be found. The algorithm
proposed in (Anand, 2003) automatically selects the type of the scan depending on
the shape of the fringes to give the best trace of the fringes. The type of the scan is
determined by scanning the interferogram row-wise and column-wise. Counting the
number of times, the scan line crosses a dark or bright fringe allows to select a type of
scan.

1.4.2. Phase shifting technique

Phase shifting technique has been often applied to moiré and holographic meth-
ods as a tool to identify interference fringes. A common setup where four fringe pat-
terns are recorded is often used in the phase shifting method though lesser or larger
number of interference patterns can be also used to improve the the quality of recon-
structed image. However a larger number of fringe patterns increases the processing
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Figure 1.8: An algorithm of a method for tracing of interference fringes using average gray
value and simultaneous row and column scan (Anand, 2003).
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time. In case of shadow moiré, the common way to record different patterns is to
change the distance between the master grid and the specimen. The intensity distribu-
tion of recorded interference fringes pattern is described as:

g (x, y) = a (x, y) + b (x, y) cos (φ(x, y)) (41)

where a (x, y) is background illumination, b (x, y) is amplitude modulation of fringes,
φ(x, y) is the phase modulation of fringes. Three unknown variables are present in
this equation, where φ(x, y) should be solved. Four patterns, each with a phase shift
of π/2 are being recorded:

g1 (x, y) = a (x, y) + b (x, y) cos (φ(x, y))
g2 (x, y) = a (x, y) + b (x, y) cos (φ(x, y) + ∆φ1)

g3 (x, y) = a (x, y) + b (x, y) cos (φ(x, y) + ∆φ2)

g4 (x, y) = a (x, y) + b (x, y) cos (φ(x, y) + ∆φ3)

(42)

where ∆φ1, ∆φ2, ∆φ3 are phase differences applied to patterns of images equal to
π/2, π, 3π/2 respectively. A phase map can be acquired as follows:

Ψ (x, y) = tan−1

(
g4 (x, y)− g2 (x, y)

g1 (x, y)− g3 (x, y)

)
=

= tan−1

(
2b (x, y) cos (φ(x, y))
2b (x, y) sin (φ(x, y))

)
= [φ (x, y)] mod π

(43)

One should note that a phase field is not uniform and has discontinuities which
have to be removed by adding grating pitch p at the boundaries of these discontinuities.
This operation is called phase unwrapping and can be performed with methods such
as (Guo et al., 2014) and (Y. Li et al., 2015). Recent applications of phase shifting
technique includes but are not limited to 3D profile reconstruction of biological sam-
ple by in-line image-plane phase-shifting digital microscopic holography (Lu et al.,
2012), usage of quasi common path phase-shifting interferometer for measurement of
natural convection fields (Shoji et al., 2012), employment of phase shifting technique
for Compressive optical image encryption with two-step-only quadrature (J. Li et al.,
2015). Various methods and improvements has been made to this technique in recent
years such as adaptation of Monte Carlo simulation method to characterize the prob-
abilistic properties of the systematic and random sensitivities in non-linear two-stage
phase-shifting algorithms (Miranda et al., 2011), creation of phase-shifting technique
for 3-D measurement using spectral-transform (Huo et al., 2013), composite phase-
shifting algorithm for absolute phase measurement (S. Zhang, 2012), and others.

This method has an advantage against centerline detection methods as it is more
reliable and provides more accurate results. Nevertheless, it is clear from the above
equations, that phase shifting technique is not applicable or complicated in cases, where
we need to investigate an object that is changing in time and where different states
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of an object should be recorded. An example would be a warpage of printed circuit
boards, where the 3D profile would be reconstructed with different temperatures. Thus,
a centerline detection method should be used in this case.

1.5. Visual cryptography

Visual cryptography is a cryptographic technique that encrypts visual informa-
tion (pictures, text, etc.). In case of visual cryptography, the decryption is a mechanical
operation that can be performed without an aid of the computer. One of the first and
best-known visual cryptography techniques has been proposed by Moni Naor and Adi
Shamir (Naor et al., 1995). In this scheme, an image was broken into n shares in such
way, that only having all n shares would reveal the secret image, and n − 1 shares
would not leak any information about the secret image. The shares were printed on the
transparent material and overlaying the shares revealed the secret image. A demon-
stration of this method is shown in Figure 1.9. It is clear that shares shown in parts a)
and b) does not leak any information about the original image in part c). A decrypted
image is visible in part d) where parts a) and b) have been superimposed.

Various other techniques have been developed since the proposal of a method
by Moni Naor and Adi Shamir. A halftone visual cryptography scheme was proposed
that uses minimum auxiliary black pixels and provides uniform image quality (Yan et
al., 2015b). This and similar methods decreases suspicion of secret image encryption
since meaningful information is visible in the cover image. It allows to hide the fact
that information has been encoded in the first place. Similar techniques and approaches
are also presented in (Yan et al., 2015a; Ou et al., 2015; Chiu et al., 2015).

Most visual cryptography techniques concentrate on binary images. Neverthe-
less, methods or schemes for processing grayscale and color images are being de-
veloped. A technique developed by (Hou, 2003) proposes three methods for visual
cryptography of grayscale and color images based on binary visual cryptography, the
halftone technology, and the color decomposition method. In many CVCS techniques,
larger pixel expansion is needed in order to produce more colors, but it has a negative
impact on size. Thus a technique of additive color mixing in a probabilistic way and
a new color visual cryptography scheme with the fixed pixel expansion was proposed
in (C.-N. Yang et al., 2008). Though this method reduces contrast quality of decoded
secret image. Another method that uses color transfer scheme and incorporates it into
the (k, n) visual cryptography model is proposed in (Luo et al., 2014). During encod-
ing state, a color image is encrypted into n binary share images. When k or more than
k shares are collected, a high quality colorful variation of the secret image is recon-
structed.

1.5.1. Dynamic visual cryptography

An alternative approach to visual cryptography is proposed in(Ragulskis and
Aleksa, 2009). Instead of using several separate shares, authors of (Ragulskis and
Aleksa, 2009), did employ stochastic moiré gratings for hiding a secret image in a sin-
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Figure 1.9: A demonstration of visual cryptography method proposed by Moni Naor and Adi
Shamir. In this figure the two shares needed to decrypt secret information are shown in a) and
b), original secret image is shown in c), the result of superimposed shares a) and b) is shown
in d).
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gle cover image. The secret image is leaked in a form of time-averaged moiré fringes if
cover image is oscillated according to a predefined function determining the deflection
from the state of equilibrium and time-averaged optical techniques are used to regis-
ter the optical image. A secret image can be interpreted by a human visual system
only when the original cover image is oscillated in a predefined direction. This visual
cryptography technique requires only one image; the encoded image looks completely
random in the state of the static equilibrium. The secret image is visualized only at
strictly defined parameters of oscillation.

The principle of the encoding of the secret image in the cover image is based
on two chaotic scrambling algorithms. The first one – initial moiré grating stochastic
phase algorithm is applied to all columns of the cover image. Secondly, moiré grating
phase regularization algorithm is used eliminate phase jumps at the boundaries of the
background and the secret image. Though such encoding is not cryptographically se-
cure, the static cover image cannot be interpreted by a naked eye until the cover image
is oscillated according to a predefined law of motion. Image splitting techniques are
also proposed in (Ragulskis and Aleksa, 2009), what ensures the cryptographical secu-
rity – but then the separate shares should be first stacked together, and then resulting
image must be oscillated according to the same predefined law of motion.

Such dynamic visual cryptography scheme enables encoding of dichotomous dig-
ital images only. Moreover, the oscillation of the cover image predefines the minimum
size of an interpretable optical primitive of the secret image. In other words, deforma-
tion of time-averaged moiré fringes predetermines the resolution of the secret image.

It appears that dynamic visual cryptography has a strong potential for applica-
tions in mechanical engineering. Particularly, dynamic visual cryptography can be
effectively used for optical monitoring of harmonic and even chaotic oscillations. The
encoded cover image is fixed on the head of a vibration shaker system in (Petrauskiene,
Aleksa, et al., 2012). A human operator can detect the parameters of the vibration pro-
cesses by simply taking a look at vibrating cover image – something is wrong with
the system if the secret image cannot be interpreted by a naked eye. The sensitivity of
such non-destructive non-contact time averaged moiré based optical method is prede-
termined by the pitch of the stochastic moiré grating used to encode the secret. In other
words, one can preselect a required sensitivity that appears to be astonishingly high in
the context of structural dynamics applications.

1.5.2. Chaotic visual cryptography

Similar approach based on optical time-averaged moiré gratings has been pro-
posed for optical monitoring of chaotic oscillations (Petrauskiene, Palivonaite, et al.,
2014). Mathematical relationships show that time-averaged moiré fringes do not form
when moiré gratings are oscillated according to the chaotic law – the envelope func-
tion, in this case, is a decaying exponential function in contrast to zero-order Bessel
function of the first kind in case of harmonic oscillations (Petrauskiene, Palivonaite,
et al., 2014). However the optical contrast between the background and secret moiré
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‘
Figure 1.10: An example of the encrypted image (the structure of moiré grating is visible in
the zoomed part) is shown in part a). The secret image is shown in part b). The decryption of
the secret is shown in part c) (Petrauskiene, Aleksa, et al., 2012).

‘
Figure 1.11: A photo of the experimental setup comprising: digital camera (1); the encoded
image (2) fixed to a rigid structure, which is attached to the head a shaker table (3) (Petrauskiene,
Aleksa, et al., 2012).
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Figure 1.12: The schematic diagram demonstrating the experimental implementation of
chaotic visual cryptography: the gray region shows where fully developed fringes are visible in
the time-averaged image; solid curves and dashed curves illustrates the decay of the envelope
function (with pitches λ0 and λ1 respectively; vertical lines illustrate a region of σ that can be
used for chaotic visual cryptography (Petrauskiene, Palivonaite, et al., 2014).

gratings in the time-averaged mode can be efficiently exploited for chaotic vibrations
too – a schematic diagram of such image hiding technique is illustrated in the Figure
1.12.

An expansion of periodic moiré grating into Fourier series is

F (x) =
a0
2

+
+∞∑
k=1

(
ak cos

(
2πk

λ
x

)
+ bk sin

(
2πk

λ
x

))
(44)

where λ is the pitch of grating. Lets denote pξ (x) as the density function of ξ (t). ξ (t)
is a function that describes time-dependent deflection from the state of equilibrium. In
this case, the time-averaged image oscillated according to function ξ(t) reads:

F̄ (x) =
a0
2

+

+∞∑
k=1

(
ak cos

(
2πk

λ
x

)
+ bk sin

(
2πk

λ
x
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Pξ

(
2πk

λ

)
(45)

where Pξ is Fourier transformation of pξ (x). Thus, the time-averaged image is blurred
according to the function pξ (x). The envelope function of the contrast decay of the
time-averaged moiré grating, that is blurred by chaotic oscillation is

Ē (σ) =
1

2
± 1

2
exp

[
−1

2

(
2πσ

λ

)]
· . . .

. . .
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)
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(
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Pξ

(
2πk

λ

) (46)
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Figure 1.13: The general view of the experimental setup is shown in part a); a lightweight
piezoelectric accelerometer is used to monitor the vibration of the shaker table (part b) (Pe-
trauskiene, Palivonaite, et al., 2014).

Figure 1.14: The schematic diagram of the experimental setup (Petrauskiene, Palivonaite, et
al., 2014).
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In this case no time-averaged fringes are formed by chaotic oscillations as moiré
grating is blurred when σ is increased (Figure 1.12). The sharp image of the static
moiré grating is produced when σ = 0 and the time-averaged image is blurred as σ
tends to infinity.

Chaotic dynamic visual cryptography is effectively applied for optical experi-
mental monitoring of chaotic oscillations (Petrauskiene, Palivonaite, et al., 2014). The
encoded cover image is fixed on to the surface of vibration shaker performing chaotic
vibrations (Figure 1.13).

The schematic diagram of the optical experimental setup is shown in Figure 1.14.
In this setup amplifier (TIRABAA2000-E) is used to control the shaker table (TIRAvib
50300). Filtered noise generator software (Esser-Audio) is used to produce the white
noise, to pass it through the low pass filter, and to send the signal to the amplifier. The
cover image and the lightweight piezoelectric accelerometer (Endevco 2225, sensitiv-
ity 0.07655

[
pC/m/s2

]
) is mounted on the head of the shaker table. Charge to voltage

converter (Type 2647A, amplification 1 [mV /pC]) is used to connect piezoelectric ac-
celerometer to the pulse multi-analyzer system (Type 3560). The whole process is
controlled by Bruel & Kjaer Pulse LabShop. In this setup, low-frequency chaotic os-
cillations are being generated, together with control the instantaneous waveform of the
generated motion. It allows to set, monitor and control the variables of chaotic oscil-
lations.

The proposed optical technique based on time-averagedmoiré fringes and chaotic
oscillations can be effectively used to asses chaotic processes by a naked eye.

1.6. Conclusions

The literature review shows that a reliable application of optical experimental
techniques is important in MEMS analysis. Thus, analytical techniques for the inter-
pretation of time-averaged holographic fringes produced by non-linear oscillations of
microelectromechanical will be investigated in this thesis. Also, computational tools
for the reliable identification of experimental optical images of complex, undeveloped
interferometric fringes embedded in high background noise, that allows continuation
and extrapolation of fringe centerlines, will be developed. Finally, the literature review
suggests, that an experimental technique, based on the optical integration of computer
generated holography, and dynamical visual cryptography could be developed that is
used for MEMS investigation and monitoring.
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2. APPLICATION OF TIME-AVERAGED HOLOGRAPHY FOR MEMS
ANALYSIS

The interpretation of time-averaged fringes produced by harmonic oscillations
allows validation dynamic displacements ofMEMS components. However, it has been
shown that MEMS resonators can perform nonlinear vibrations (Ghayesh et al., 2013;
Bao et al., 2007; Jia et al., 2012). In this chapter, a finite element model of a fixed-
fixed beam performing nonlinear oscillations is developed and integrated with optical
time-averaged holography model. The simulations provide valuable insight into the
motion of MEMS devices.

2.1. Fixed-fixed beam FEM model

A fixed-fixed beam model will be used for the computational experiment illus-
trating the formation of time-averaged holographic fringes when the beam performs
complex transient oscillations. A schematic diagram of a typical MEMS device com-
prising a deformable fixed-fixed beam over a fixed ground electrode is shown in Fig-
ure 2.1. The potential difference is applied between the beam and the ground electrode
that induces electrostatic charges. These two electrostatic charges creates electrostatic
pressure normal to the surface of the conductor.

Figure 2.1: The schematic diagram of the MEMS device – a fixed–fixed beam with an applied
voltage V over a ground plane. Fixed-fixed beam is shown in (1), electrostatic pressure in (2),
ground electrode in (3).

Finite element method (FEM) is used for the simulation of the MEMS device.
Time-dependent simulation is implemented in COMSOLMultiphysics package; figure
2.2 provides the geometry and meshing of the MEMS device.

A material used for the beam structure is Silicon with relative permittivity ϵ =
11.7, density ρ = 2329[kg/m3], Young’s modulus E = 170e9[Pa], and Poisson’s
ratio ν = 0.28. The silicon is assumed to be heavily doped, so that electric field pen-
etration into the structure can be neglected. The beam resides in an air-filled chamber
that is electrically insulated. The dimensions of the beam are: Length 300[µm]; Depth
20[µm]; and Height 1[µm]. The model considers a layer of air 6[µm] thick above and
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Figure 2.2: The geometry and FEM mesh of the fixed-fixed beam MEMS model

10[µm] thick to the sides of the beam, and the air gap between the bottom of the beam
and the grounded plane is initially set to 3[µm]. An unstructured tetrahedral mesh is
used for the fixed-fixed beam and its surroundings.

Electromechanics physics Comsol interface is used for computational simula-
tion. It combines solid mechanics and electrostatics with a moving mesh to model the
deformation of electrostatically actuated structures:

ρ
∂2u

∂t2
−∇ · σ = Fv (47)

∇ ·D = ρv (48)
here u denotes the displacement field; t is time; ρ is the material density; σ is the
stress tensor; F is an external volume force;D is electric displacement or electric flux
density; v is velocity and ρv is charge density in vacuum.

An electrostatic force caused by the potential difference between the two elec-
trodes bends the beam toward the grounded plane beneath it. This model calculates the
electric field in the surrounding air in order to compute the electrostatic force. As the
beam bends, the geometry of the air gap changes continuously, resulting in a change in
the electric field between the electrodes. The coupled physics is handled automatically
by the Comsol electromechanics interface.

The electrostatic field in the air and in the beam is governed by Poisson’s equa-
tion:

−∇ · (ε∇V ) = 0 (49)
where derivatives are taken with respect to the spatial coordinates. The force density
that acts on the electrode of the beam results from Maxwell’s stress tensor:

Fes = −1

2
(E ·D)n+ (n · E)D (50)
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Figure 2.3: The shape of the fixed-fixed beam in the state of maximum deformation while
performing periodic oscillations according to the first computational experiment.

where E and D are the electric field and electric displacement vectors, and n is the
outward normal vector of the boundary. Note that this force is always oriented along
the normal of the boundary.

A condition of the zero charge on the boundary is used, as this is the default
boundary condition at exterior boundaries.

−n ·D = 0 (51)

The initial values for electric potential and solid displacement field are:

u|t=0 = 0, V |t=0 = 0 (52)

The fixed constraint condition that makes the geometric entity fixed (the dis-
placements are zero in all directions) are applied to the boundaries of the beam. The
ground boundary condition is applied to the bottom plain that gives zero potential on
the boundary. The boundary condition is applied to fixed-fixed beam of an electric
potential V0.

V = V0 (53)

2.2. Computational results for a fixed-fixed beam

Computational simulation is performed for the model of the fixed-fixed beam
(the model is described in details in Section 2.1) with three different electric potential
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boundary conditions. In order to simplify the visualization of transient processes a
single point is selected at the center of the beam (where the displacements are largest)
and plot time signals and phase diagrams for all three different potential boundary
conditions.

During the first computational experiment (i) a DC (direct current) bias ofVDC =
40[V ] is applied to the micro-device in order to obtain the system’s response. The
DC bias is applied using the standard Comsol smoothed step function which allows to
increase the voltage incrementally from 0 to VDC during the transient interval ranging
from 0 to 6e− 6. After the transient interval the DC bias is set to a constant:

V = VDC (54)

The second computational experiment (ii) employs a DC bias on top of a sinu-
soidal AC voltage:

V = VDC + VAC sin (2πft) (55)

where VDC = 38[V ] and VAC = 2[V ]. Finally, a DC bias of VDC = 35[V ] with
AC voltage of VAC = 5[V ] is applied in the last computational experiment (iii). The
exposure time t used in all simulations is ranging form 0 to 1e− 4 with a time step of
2e− 7[s].

The results of computational experiments are presented in Figure 2.4. It can be
seen that the response of the system is periodic under the constant DC bias excitation.
Note that these periodic oscillations are caused not by a harmonic excitation – the
beam is deflected from the state of equilibrium during the short transient process and
continues to oscillate because the damping is small (mass damping parameter αdM =
418.9[1/s] and stiffness damping parameter β = 8.29e− 13[s]).

The results of the second computational experiment are different compared to the
periodic oscillation caused by the short DC transient in the first computational experi-
ment. The harmonic AC component interacts with the natural frequency of the beam -
the resultant process of oscillations is no longer periodic (Figure 2.4 (c), (d)). Finally,
the response of the system to last excitation is clearly nonlinear. The attractor in the
phase plane diagram looks like a chaotic attractor even in a relatively short observation
window (Figure 2.4 (f)). Also, a estimated value of Lyapunov exponent λ = 1.7565
is positive, which confirms that a response of the system is chaotic.

2.3. Computational reconstruction of time-averaged holographic fringes

Time-averaged holographic fringes illustrated in Figure 2.1 are based on the as-
sumption that the structure performs harmonic oscillations. Dynamics analysis of the
fixed-fixed beam MEMS model shows that transient processes can be very complex.
Even in the most simple case periodic oscillations of the beam are not harmonic. This
fact requires a separate analysis of processes governing the formation of time-averaged
holographic fringes in the hologram plane.
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Figure 2.4: Results of simulations illustrating the dynamics of central node of the fixed-fixed
beam. Parts a) and b) show the transient process in time and in phase diagram when the micro-
device is excited according to the first computational experiment. Parts c) and d) [e) and f)]
illustrate the results of the second (the third) computational experiments.
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2.3.1. Computational reconstruction of time-averaged fringes

The characteristic function defining the complex amplitude of the laser beam
MT , when the according surface point performs oscillations defined by function ξ (t),
reads:

MT = lim
T→∞
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(56)

Note that when ξ (t) = Z sin (ωt) the complex part Rs tends to zero because
integrant is an odd function. ThenMT can be computed as an arithmetic average over
discrete time steps in a period of harmonic oscillations:

MT = lim
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But when oscillations are defined by a non-harmonic function ξ (t), Rs does not
converge to zero and the gray-scale level in the hologram plane reads (assuming that
a2 (x, y) = 1):

|MT |2 = R2
c +R2

s (58)

In practice one needs to compute arithmetic averages of Rc and Rs over a suffi-
ciently long set of discrete points in the exposure time interval.

2.3.2. Time-averaged fringes induced by chaotic oscillations

It is well known that a non-linear system with a harmonic load may exhibit com-
plex, chaotic solutions.

Lets denote intensity level of interference bands as stochastic time series defined
by process ξ (t). If given time series ξi is normally distributed with variance σ2 then
the intensity level of interference bands decrease exponentially.

Eξ2k−1 ≡ 0, k = 1, 2, . . .

Eξ2k ≡ 1 · 2 · . . . · (2k − 1)σ2k = (2k − 1)!!σ2k, k = 1, 2, . . .

49



|MT |2 = lim
m→∞

( 1

m

m∑
i=1

cos
(
2π

λ
ξi

))2

+

(
1

m

m∑
i=1

sin
(
2π

λ
ξi

))2
 =

= lim
m→∞

(
1

m

m∑
i=1

+∞∑
k=0

(−1)k
(
2π
λ ξi
)2k

(2k)!

)2

=

=

(
+∞∑
k=0

(−1)k
(
2π
λ

)2k
(2k)!

lim
m→∞

m∑
i=1

(ξi)
2k

m

)2

=

=

(
+∞∑
k=0

(−1)k
(
2π
λ

)2k
(2k)!

· (2k − 1)!! · σ2k

)2

=

(
+∞∑
k=0

(−1)k
(
2π
λ σ
)2k

(2k)!!

)2

=

=

(
+∞∑
k=0

(−1)k
(
2π
λ σ
)2k

2kk!

)2

=

+∞∑
k=0

(−1)k

k!

(
1

2

(
2π

λ
σ

)2
)k
2

=

= exp2
(
−1

2

(
2π

λ
σ

)2
)

The importance of this derivation cannot be overestimated - time-averaged holo-
graphic fringes do not form when the oscillation of the investigated object is chaotic.
One should make sure that chaotic oscillations do not affect the components of the
experimental setup before questioning the operability of the optical system - if only
time-averaged hologram does not produce any fringes.

2.3.3. The formation of interference fringes

So far, the dynamics of the central point of the fixed-fixed beam is discussed
(where the deflections from the state of equilibrium are largest). In order to visualize
the dynamic of the whole surface of the beam, the whole field time-averaged hologra-
phy simulation techniques were used, that were implemented in Matlab R2012b envi-
ronment.

FEM modeling yields complete data on the dynamics of the fixed-fixed beam –
distances between the beam plane and the ground plane are available from the simula-
tion results for all time steps. The method described in the Sections [1.2.2, 2.3.1] will
be applied for the data produced by all three computational experiments. Equation 26
is used for each point on the plane in order to determine the gray-scale level in time-
averaged hologram. Laser wavelength used for calculation is set to λ = 632.8[nm].
Other parameters are set to IL = 1; kd = 1; ks = 0. Note that non-specular surface of
the beam is modeled.

Numerically reconstructed time-averaged holograms generated by the fixed-
fixed beam according to the computational experiments (i), (ii) and (iii) are illustrated
in parts a), b) and c) in Figure 2.5. Note that time-averaged fringes in part b) are less
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Figure 2.5: The formation of interference fringes for computational experiments (i), (ii) and
(iii).

developed compared to part a). This can be explained by a much more complex tran-
sient process the beam is experiencing under excitation (ii). It is almost impossible to
observe time averaged fringes in part c) – complex, chaotic oscillations do not gener-
ate time-averaged holographic fringes (these results correspond well to the analytical
conclusions in Section 2.3.2).

2.3.4. The formation of interference fringes for periodic and harmonic oscillation
laws

As mentioned previously, Figure 2.5 a) shows a well-developed pattern of time
averaged-holographic fringes. Nevertheless Figures 2.6 a), c) suggest that oscillation
process of the beam is not harmonic (though it is periodic). Natural is the question if it
is possible to reconstruct such harmonic oscillation of the beam that its time-averaged
hologram would look almost identical to Figure 2.5 a). In order to illustrate the com-
plexity of the problem, maximum deflections of the beam are visualized when it does
oscillate according to the data produced by computational experiment (i). Time graphs
of three different points on the surface of the beam are shown in Figure 2.6 a); maxi-
mum deformations of the beam – in Figure 2.6 b).

Harmonic oscillations around the state of equilibrium (according to the first
eigenmode of the beam) are illustrated in Figure 2.6 c), d). Now the maximum am-
plitude of harmonic oscillations must be preselected in such a way that the generated
pattern of the time-averaged holographic fringes would be as close as possible to the
pattern in Figure 2.5 a). It can be seen that the centers of time-averaged fringes in
Figure 2.6 e) correspond to centers in Figure 2.5 a) (peak signal to noise ration value
between these images is PSNR = 23.2).

An important conclusion follows from the above observations. One should not
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Figure 2.6: The formation of interference fringes for periodic and harmonic oscillation laws.
Periodic oscillation process of the beam is is demonstrated in a). Minimum and maximum
deflections of periodic oscillation are demonstrated in b). Harmonic oscillation process of the
beam is is demonstrated in c). Minimum and maximum deflections of harmonic oscillation are
demonstrated in d). A pattern of time-averaged fringes according to harmonic oscillations are
demonstrated in e).
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Figure 2.7: Computational experiment (iii) divided into time intervals (T1), (T2), (T3), (T4).

use straightforward techniques for the identification of the process of the oscillation
from the available image of the time-averaged hologram. This inverse problem may
become very complex if the motion law governing the dynamics of the analyzed struc-
ture is not known before the experiment.

2.3.5. The formation of interference fringes for different time intervals

The situation becomes even more complex when the oscillation is not periodic
but is chaotic. As mentioned previously chaotic oscillations do not generate time-
averaged holographic fringes. However, this result holds when exposure time tends
to infinity. Finite exposure times result into interpretable patterns of fringes even for
chaotic oscillations.

The same data produced by computational experiment (iii) is used, but time-
averaged holograms are constructed for different exposure times (Figure 2.7). Time-
averaged holograms for exposure timesT1, T2, T3 andT4 are illustrated in Figure 2.8. A
gradual loss of the time-averaged fringes can be observed as exposure time increases.
That suggests another important conclusion. A straightforward identification of the
motion law from time-averaged holographic fringes is prone to severe errors if the
motion law of the investigated structure is not known. A short exposure time over a
chaotic motion (Figure 2.8 a)) suggests a harmonic oscillation of the fixed-fixed beam
- though this is completely not true. Another important conclusion follows from Figure
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Figure 2.8: The formation of interference fringes for time intervals (T1), (T2), (T3), (T4).

2.8 d). One should not blame his optical setup if the generated time-averaged hologram
does not yield a pattern of fringes. The optical setup may be in perfect order – simply
the structure may be oscillating according to a chaotic law.

2.4. Experimental results

The methods of holographic interferometry allow to get much more information
about the deformable surface comparing with other experimental methods. Because
of this holographic interferometry methods are widely applied in mechanics, biology,
non-destructive control, automotive industries, microsystem engineering ,and others
areas.

Digital holography technology uses real-time, 3D, full field-of-view surfacemea-
surements to eliminate point-by-point data gathering. Holograms are used to measure
the surface of any component. Superb resolution allows for monitoring shape changes
that are smaller than 20 nanometers for superb accuracy and resolution of the results.

Measurements of vibration amplitudes of the surface of MEMS, as functions
of operating conditions of the MEMS, were performed using the optoelectronic laser
interferometric microscope. The methodology of investigation using optical micro-
holographic system for recording resonance frequencies of vibrating mechatronic sys-
tem is presented in paper Hayman et al. (2006).

The general view of PRISM setup is presented in Figure 2.9. PRISMcombines all
the necessary equipment for deformation and vibration measurement of most materials
in a small, lightweight system. A standard system includes holography and computer
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Figure 2.9: PRISMA system setup: (1) - videohead; (2) - control block; (3) - illumination head
of the object; (4)-investigated object.

Figure 2.10: Schematic diagram of the microscopic holographic system: (1) - He-Ne laser; (2)
- λ

2 plate (λ - length of the laser wavelength); (3) directional beam splitter (PBS); (4), (5), (7)
- mirrors; (6) spatial filter; (8) - microscope; (9) - telescope; (10) proximal beam splitter; (11)
- CCD camera; (12) - analyzed object MEMS.

55



Figure 2.11: Holographic interferogram of vibrating fixed-fixed beam when performing: pe-
riodic oscillations a); chaotic oscillations b).

systems integrated with proprietary state of the art software. The main parts of the
PRISMA system setup are presented in Figure 2.9.

Success in deformation and vibration measurement requires a fast affordable so-
lution. PRISM offers a high-speed holographic technique for production measurement
of vibration and deformation without surface contact and minimal sample preparation.
PRISM can access complex geometries (deep recesses or curves) difficult or impos-
sible for other techniques and can be configured for specific needs in experimental
investigation of mechatronics systems. The PRISM system videohead was modified
in order to make registration microscale objects possible.

Optical micro-holographic system for recording resonance frequencies ofMEMS
is illustrated in Figure 2.10. A coherent laser beam is passed through λ/2 plate (2). It
then passes to a directional beam splitter where one part through the spatial filter (6)
and mirror (7) illuminates investigated MEMS (12) and mirror to MEMS device (12).
The other through optical elements (2), (4), (5), (9), (10) are directed to CCD (11).Con-
sequently, from the observation point, two intensity distributions are viewed: one of
the light reflected from the object (12) and second arising from reflection off the bottom
surface of proximal beam splitter (10). The reflected light from MEMS is transmitted
back through the long distance microscope objective (8) and proximal beam splitter
(10) to a digital camera CCD (11). Images are recorded by the camera of vibrating
fixed-fixed beam that is performing periodic and chaotic oscillations. The results are
given in Figure 2.11. These experiments were conducted according to sections 2.1 and
2.2 of this thesis. It can be seen from Figure 2.11 that results correspond well with
computational results in Section 2.3.3 – decay of intensity is obvious in part b), when
the fixed-fixed beam is performing chaotic oscillations.

The wave fronts are planar in the setup that used in this study, thus parallel in-
terference fringes result when the proximal beam splitter is introduced into the path.
Single frame images captured by the CCD and proceeded by computer gives a valuable
insight in the motion of investigated MEMS.
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2.5. Conclusions

Time averaged holography is a powerful optical experimental technique for in-
vestigation of microsystem components. The inverse problem for the interpretation of
time-averaged holographic fringes is a well defined and straightforward task if only the
oscillations of the investigated structures are harmonic. It is demonstrated that com-
plex, chaotic motions can be generated even in rather simple micro-electromechanical
systems. Therefore, a straightforward interpretation of time-averaged holographic in-
terferograms of micro-mechanical components can not only be misguiding but the ex-
perimental holographic images may not reveal any interpretable fringes at all.

A relationship between the decay of intensity in a time-averaged holographic
interferogram and the intensity of chaotic motion is explicitly derived. It is shown
that chaotic oscillations do not generate time-averaged holographic fringes. Thus, one
needs to make sure that the response of the excited electro-mechanical system is not
chaotic before questioning the functionality of the optical experimental setup. The
derived analytical results yield a deeper insight into the dynamical properties ofMEMS
components.
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3. INTERPRETATION OF OPTICAL PATTERNS OF FRINGES

As mentioned previously, applicability of the interferometric techniques in more
demanding environments requires reliable computational tools for the interpretation
of experimental images. The reconstruction of the 2D map of fringe centerlines is
one of the main factors ensuring the accuracy of the interpretation of optical measure-
ment results. The main objective of this chapter is to propose a general scheme for the
construction of the centerline contour map from an experimental optical image. The
proposed computational technique comprises three main steps:

• The thresholding of the experimental image.

• The thinning of the fringes on morphological mathematical operations and mid-
point detection method.

• The reconstruction of the map of continuous curves from the binary matrix of
pixels representing fringe centerlines.

Figure 3.1: The experimental image of PCB containing interfernce fringe pattern

3.1. Experimental image

Experimental image shown in Figure 3.1 will be used to demonstrate the pro-
posed algorithm. The shadow moiré technique was used to acquire interference fringe
pattern. A digital image of an array of dark and white lines is projected onto the surface
of a printed circuit board (PCB); the angle of the incident light is 20 degrees. This im-
age contains background noise as well as non-uniform lightning. Thus, straightforward
processing might yield incorrect results. The general view of the optical experimental
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Figure 3.2: The optical experimental setup of a shadow moiré system comprising a camera (1)
and a shadow moiré experimental system (2).

setup is shown in Figure 3.2.
The main objective of this chapter is the development of a reliable algorithm

for the reconstruction of 2D map of centerlines of projected fringes. Computational
aspects of the algorithm will be discussed in the following sections, and experimental
image in Figure 3.1 will be used for testing of the proposed approach.

Computational tools were developed, for centerline identification in experimen-
tal optical images, proposed in this section. Python (including NumPy and SciPy pack-
ages) has been used for developing these tools.

3.2. Thresholding

The first step towards the identification of centerlines is the construction of a
binary representation of the optical experimental grayscale image. The quality of the
resulting binary image is crucial for the remaining steps. Various thresholding tech-
niques can be exploited for the construction of the binary representation of the original
experimental image (Sankur, 2004) (though not all of them may produce a desired re-
sult). Thresholding may be viewed as an operation that involves tests against a function
T of the form:

T = [x, y, f (x) , p (x)] (59)

where f(x, y) is the gray level of point (x, y) (the original experimental image) and
p(x, y) denotes some local property of this point Gonzalez (2008). A thresholded im-
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age g(x, y) is defined as:

f (x, y) =

{
1, f (x, y) < T

0, f (x, y) ≥ T
. (60)

The threshold is called global in case when T depends only on f(x, y) and the
threshold is called local if T depends on both f(x, y) and p(x, y).

It is clear that straightforward application of global thresholding methods (like
histogram shape-based methods) to the test image cannot produce acceptable results
due to the non-uniformity of lighting Figure 3.1; even though global methods are fast
and reliable with images having uniform lighting (Anand, 2003).

Local thresholding based on the mean gray value of neighboring pixels surround-
ing the current pixel (x, y) are to be used in order to produce the binary image. The
following convolution operation with a square matrix of order w is used for that pur-
pose:

ρ =
1

m× n
·


1 1 . . . 1
1 1 . . . 1
. . . . . . . . . . . .
1 1 . . . 1

 (61)

Moreover, it is required that w is an uneven number. The matrix p is constructed
as a result of convolution between matrices g and ρ:

p (x, y) =

a∑
k1=−a

a∑
k2=−a

ρ (k1, k2) g (x+ k1, x+ k2) (62)

where the parameter a ensures that the pixel (x, y) is located at the center of the current
observation window:

a =
w − 1

2
(63)

The resulting matrix p comprises mean values of neighboring pixels and can be
effectively used to perform the local thresholding operation. The selection of the size
of the matrix ρ is in general empirical, but a well-balanced choice could be determined
as:

w =
max (m,n)

10
(64)

wherem and n are the dimensions of the original image (measured in pixels). Such a
selection could be explained by the requirement, that at least one moiré fringe (includ-
ing a portion of the background) would fit into the observation window. Note that the
convolution may be computed using the FFT what will give a definite speed advantage
against direct convolution operation.

The structure of the original optimal image suggests that initial smoothing be-
fore the thresholding procedure may help to gain better representation of fringes in the
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Figure 3.3: The binary representation of image when using global thresholding a) and local
thresholding b) methods.
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thresholded image. Note that the smoothing operation could be performed applying
the convolution operation described above by using the Gaussian kernel matrix. The
size of Gaussian kernel matrix depends on the noise level.

Special care should be paid to the boundary regions of the initial image. The
computation of p(x, y) requires values of g(x + k1, y + k2) –- but there could be
situations when those values do not exist:

x < |k1| , k1 < 0, or y < |k2| , k2 < 0
x > |m− k1| , k1 > 0, or y < |n− k2| , k2 > 0

(65)

The most common way to deal with this problem is to calculate p(x, y) only in the area
k1 < x < m−k1 and k2 < y < n−k2. But such approach has a disadvantage of losing
information on the boundaries. A better method would be to extend the thresholded
image by (w − 1)/2 to all directions and to fill these parts by flipping corresponding
parts of the original matrix at the boundaries.

The results of the thresholding step are demonstrated in Figure 3.3. It is clear
that a local thresholding method provides more reliable and betters results compared
to global thresholding.

3.3. Identification of fringe centerlines

Two alternative techniques for the identification of centerlines from the thresh-
olded experimental image are investigated in this section. The first technique is based
on the identification of centerlines by the mid-point method and the second technique
is based on mathematical morphological operations.

3.3.1. Mid-point detection method

The direct application of the algorithm proposed in (Anand, 2003) would produce
poor results due to non-uniform lightning conditions in the initial experimental image.
And though local thresholding and image smoothing operations can improve the func-
tionality of the mid-point detection method, the described row and column scans still
produce an unsatisfactory image (as shown in Figure 3.4) due to a large number of
fractures in the pattern of centerlines and loose spurs in areas between centerlines.

3.3.2. Mathematical morphological operations

Mathematical morphology is a tool for extracting image components that are
useful in representation and description of regions or shapes such as boundaries of
a region, skeletons or other patterns. Various morphological operations like dilation,
erosion, opening, closing, thinning, thickening and others have been developed and are
successfully applied in different areas of pattern recognition science and technology
(Banon, 2013). In this section, the thinning operation will be used based on the hit-or-
miss algorithm since simple erosion operation would destruct smaller parts of moiré
fringes in the thresholded image. The thinning operation is defined through the erosion
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Figure 3.4: The identification of centerlines using mid-point detection method.

“-” operation and the hit-or-miss “*” operation (Gonzalez, 2008):

A ∗B = (A−B) ∩AC −B2 (66)

where A denotes the thresholded image; Ac is the compliment matrix of A; Bi stands
for the structuring element of the thinning operation. Note that Bi may contain values
0, 1 or the empty element that does not discriminate between 0 or 1. All possible
rotations of both structuring elements are being used in each step.

The structuring elementBi slides over the binary image and the pixel correspond-
ing to the center of the template is set to 1 if the template matches the image and is set
to 0 otherwise.

In each iteration structuring elementsBi, i = 1, 2 defined in Figure 3.7 are being
used to identify the edge pixels to be removed, followed by the removal of them.

Thus, the thinning operation ⊗ can be explicitly defined by:

A⊗B = A/ (A ∗B) (67)

The thinning operation is an iterative process and is repeated until no further
changes occur.

The execution of the thinning process produces undesired parasitic components
(spurs) around actual centerlines of moiré fringes Figure 3.5. These spurs are caused
during erosion by non-uniformities in objects and may be removed by performing the
pruning operation Gonzalez (2008).

A smooth and noise-free pattern of centerlines is produced in the result of the
described digital image processing operations (Figure3.6). Unfortunately, a number of
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Figure 3.5: The identification of centerlines using mathematical morphological operations.

intermittent broken centerlines can still be visible in Figure 3.6. Some of these defects
are caused by optical defects in the original image. Appropriate joining of broken cen-
terlines could considerably improve the quality of interpretation of the optical experi-
mental image. Mahotas package was used for performing mathematical morphological
operations.

3.4. Identification of continuous curves

So far fringe thinning operations resulted into a matrix of black and white pix-
els. The joining of broken centerlines requires identification of continuous intervals
of curves in produced digital image. The main objective of this section is to develop
a reliable method for grouping sets of adjacent pixels into curves and filling possible
fractures inside separate curves. The proposed method can be divided into the follow-
ing steps:

• Division of image into grid cells

• Derivation of approximate line equation in each cell containing black pixels

• Grouping contacting cells into curves

• Identification and joining of curves with fractures

3.4.1. The generation of the grid

In general, the selection of the size of the grid cell wg is an empirical procedure,
but it should be related to the density of moiré fringes in the original optical image. The
main requirement from the point of the reliable functionality of the proposed algorithm
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Figure 3.6: The results of the pruning operation applied to the thinned image.

Figure 3.7: The structuring elements used for morphological thinning operation.

is that there should be only one centerline passing through each grid cell. On the other
hand, a larger cell size increases the performance of the proposed method.

3.4.2. Identification of line equations

The algorithm is started by sweeping cells of the thinned image (from left to right
and from top to bottom) searching for cells containing black pixels. In case the current
cell contains black pixels the following parameters of the line crossing that cell should
be identified: the slope, the intercept, the angle, and the mid-point of the line (it is
assumed that the cell size is small enough to represent a curve as a line segment inside
the cell). Several alternative options for the construction of a line in a cell exist:

(i) Identification of black pixels on the boundaries of the current cell and the con-
struction of a line running through these pixels.

(ii) Construction of the linear statistical regression line through the array of black
pixels in the current cell.

(iii) Exploiting Hough (Radon) digital image transforms for the identification of a
line in the current cell.
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The first option is the fastest solution from all three, but is not viable because the
thinned curves may break near the boundary of the current cell. Moreover, this method
is not resistant to the additive noise what could significantly distort the resulting image.

Themethod based on the linear statistical regression would copewith the additive
noise well, but problems would occur when vertical lines should be reconstructed in
the current cell.

Radon (Radon, 1917) or Hough (Duda et al., 1972) transforms are probably the
most reliable solution for robust identification of a line in a cell. Both transforms can
be effectively used for the detection of simple shapes such as lines, circles, ellipses by
making a transformation from the image space to the parameter space.

A line in plane can be defined by:

x cos (θ) + y sin (θ) = r (68)

where r is the distance between the line and the origin (the bottom-left corner of the
rectangular cell); θ is the angle of the vector from the origin to this closest point of the
line. Themain idea behindHough transform is based on the fact that points in the image
space correspond to sinusoids in the parameter space. If an array of points in the image
space does form a line, then the intersection of sinusoids creates a point in parameter
space (parameters of the line in the image space can be deduced from the coordinates
of that point). To gain better performance a variant of Hough transform, Randomized
Hough transform (RHT) (Xu et al., 1990) was selected and then applied to every cell of
the thinned image. Randomized Hough Transform uses a many-to-one mapping from
the image space to the parameter space. The algorithm works by randomly selecting
two points (x1, y1) and (x2, y2) and solving the system of equations:{

y1 = k12x1 + b12

y2 = k12x2 + b12
(69)

where (k12, b12) determines a point in the parameter space. The linked list of points
in the parameter space is organized incrementally; a threshold value for the numbers
points that are required for the recognition of a line in the image space must be defined
beforehand. A new matrix of vectors comprising basic line parameters (the angle θ
and the location of the line mid-point x and y in each grid cell) is constructed from the
output data of the RHT:

G = {(θi,j , xi,j , yi,j) |i ∈ [1,mg] , j ∈ [1, ng]} (70)

wheremg ×ng is the number of grid cells in the vertical and the horizontal directions.
It is possible that more than one line can be discovered in a cell due to noise or spurs;
thus the longest line interval is identified as the part of the reconstructed curve.
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Figure 3.8: Scanning for cells with assigned lines around the current cell (marked as the dark
gray cell).

3.4.3. Grouping contacting grid cells into curves

The proposed method for grouping contacting cells into curves is given below:

(i) Append a single layer of empty grid cells around the grid matrix G.

(ii) Proceed with cells from left to right and from top to bottom starting at cellG1,1.

(iii) Check if there are cells with an assigned line in the immediate surroundings of
Gi,j (Figure 3.8).

(iv) Select a nearest cell with the assigned lineGk,l to the current cellGi,j and assign
Gk,l to the set of cells belonging to the same curve Ci (Figure 3.8 b)). Remove
cell Gi,j from the G matrix.

(v) Repeat step (iii - iv) with cells Gk,l until Gk,l has no surrounding cells with
assigned lines.

(vi) Return to cell Gi,j and continue with the next cell in a row (column); go to step
(iii).

3.4.4. Joining curves with fractures

Some curves may have fractures larger than one cell due to defects in the initial
image or loss of information during the previously described steps. An adaptivemethod
for the identification and joining of curves with fractures is proposed in this section.

A set of curves is already identified (each curve is associated to a set of cells).
Thus, it is possible to define various criteria that could be used to decide if two separate
curves could be joined. The first criterion that is the distance between the edge cells of
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Figure 3.9: A schematic diagram illustrating the selection of the next grid cell. Part a) shows
the current cell in dark gray and unprocessed cells (with the assigned line) in the vicinity of
the current cell in light gray. The thick light gray line denotes the set of cells assigned to the
current curve. Part b) illustrates the selection of correct nearest neighbors –- cell 4 is selected
instead of cell 3 or cell 2 (it belongs to the other curve); empty circles denote line centers inside
appropriate cells.

the curve:
di,j =

√
(xi − xj)

2 − (yi − yj)
2 (71)

where (xi, yi) and (xj , yj) are all possible pairs of the center points of the edge cells of
the identified curves. The other criterion could be the orientation between edge cells
of curves |θi − θj |. Anyway, a number of computational experiments have shown that
there could be situations where that criterion does not work as expected. Thus, an
alternative criterion reads Figure 3.10 b):

ai,j,1 = |θi − θi,j | or ai,j,2 = |θj − θi,j | (72)

where θi,j is the angle of line running through points (xi, yi) and (xj , yj) and the x-
axis.

Maximum allowed values for defined criteria should be selected depending on
the complexity initial image. Parameter di,j should be constrained to average distance
between fringes and the values of parameters ai,j,1 and ai,j,2 are limited to 30 degrees.

The parameter Ji,j is defined, which is used when there are more than one curve
holding against defined criterion constraints:

Ji,j =
1

di,j + α (ai,j,1 + ai,j,2)
(73)

where α is a weight which allow to emphasize the importance of the distance between
the edges or the variation of angles at the edges. The defined curve joining criterions
are incorporated into the proposed algorithm for curve joining.
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Figure 3.10: A schematic diagram in a) illustrates a favorable connection between two curves;
the |θi − θj | criterion would be sufficient for the detection of similar angles between lines
in the edge cells. A schematic diagram in b) illustrates an unfavorable connection between
two curves; the |θi − θj | criterion would suggest a connection while the alternative criterion
eliminates a possible connection between the edge cells

(i) Select a curve Ci from the set C.

(ii) Compute criteria di,j , ai,j,1, ai,j,2 between curves Ci and Cj ; i ̸= j for all
available edges.

(iii) Merge all cells of the curve Cj with Ci for such i and j minimizing the value
of Ji,j on the corresponding edges. Remove Cj from the set C and repeat steps
(ii-iii) until there are no more favorable connections.

(iv) Proceed with the curve Ci and repeat steps (i-iii).

The result of this procedure can be seen in Figure 3.11.

3.5. Application scenarios

The proposed method can be applied in various industrial areas such as PCB
warpage identification, MEMS reliability control, and others. The application of whole
field projection moiré method for the registration of radial pulses will is discussed in
this section. The pulse of a wrist is considered to be one of themost fundamental signals
of life, which carries essential information about a health of the person. Pathologic
changes in a body are reflected by fluctuation patterns of radial pulses. For example,
clinical studies indicate that patients with hypertension, cardiovascular disease, and
diabetes exhibit premature loss of arterial elasticity, The projection moiré technique
allows obtaining the relief of an object. The application of the projection moiré method
used for measuring of out-of-plane displacements by the changes in relief between the
two prompting states is used in this section. The field of displacements can be extracted
from the pattern of fringes produced by a double exposition of images in both states.

3.5.1. Mathematical representation of the projected image

A paraxial model was used in the following steps (this condition can be imple-
mented by using a projector that is placed far from the object and by placing the imag-
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Figure 3.11: The reconstructed pattern of fringe centerlines.

ing system far away from the object). In practical applications, one should consider an
important factor – a depth of focus. A camera can focus only one plane; all the other
points on the analyzed surface experience a change of coordinates, as this can introduce
errors. Thus a paraxial model is adopted here, so we no longer need to deal with the
depth of focus and the effects of perspective that are caused by a source of light. In this
case, the angle between the direction of observation and the direction of illumination
is θ and the direction of observation is perpendicular to the x-axis. Representation of
the optical projection, which is one-dimensional, on a diffuse surface is given in Fig-
ure 3.12. The projected image F (y) is defined in a frame y0F , that is rotated by an
angle θ with respect to frame x0G. The function F (y) determines a gray value level
of a ray traveling through a point y0 along the F -axis. Therefore, it is assumed that
0 ≤ F (y) ≤ 1, where 0 represents the black color, 1-white color and all intermediate
values are appropriate grayscale levels. The functional illustration is given in Figure
3.12:

e⃗y = (cos θ; sin θ) (74)

n⃗y = (− sin θ; cos θ) (75)

t⃗G =

 1√
1 + (G′

x (x))
2
;

G
′
x (x)√

1 + (G′
x (x))

2

 (76)

n⃗G =

− G
′
x (x)√

1 + (G′
x (x))

2
;

1√
1 + (G′

x (x))
2

 (77)
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Figure 3.12: Geometrical representation of an optical projection on a diffuse surface. F (y) is
projected image, G(x) is diffuse deformed surface,H(z) is an observed image.

Asmentioned previously,G (x) defines a diffuse surface. Therefore, an observed
grayscale level at a point z is:

H (z) = H (x) = F (x) cosα (78)

cos (α) = (n⃗y · n⃗G) =
cos θ +G

′
x (x) sin θ√

1 + (G′
x (x))

2
(79)

The following equation holds for all positive x and y:

y = x cos θ −G (x) sin θ (80)

Thus, an exact description of the image formation process can be described as:

H (x) = F (x cos θ −G (x) sin θ)
cos θ +G

′
x (x) sin θ√

1 + (G′
x (x))

2
(81)

The double-exposure projection moiré method comprises two steps. In the first
step, the grating is projected on a surfaceG (x) obliquely to the direction of viewing and
the photo of an observed grating is captured. Then, the object is deformed (imaging and
the grating projection systems remain unchanged) and the photo of the observed grating
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is captured again. Moiré fringes are produced by superposition of these two images,
so they can be used to identify the scale of object deformation. The surface of the
deformed object is described asG (x)+ g (x), where g (x) is the absolute deformation
of the object in the direction of observation after applying the load. We will assume is
a harmonic moiré grating is projected:

F (y) =
1

2
+

1

2
cos
(
2π

λ
y

)
(82)

here λ is the pitch of the grating. Also, we will define function g (x) as a slowly varying
function. Thus, it is required that:

F (y) =
1

2
+

1

2
cos
(
2π

λ
y

)
(83)

Then, subtractive superposition of the grating before and after applying the load
gives:

1

2
+

H1 (x)−H2 (x)

2
×

√
1 + (G′

x (x))
2

cos θ +G′
x (x) sin θ

≈

≈ 1

2
+

1

4
cos

2π

λ
(x cos θ −G (x) sin θ)−

−1

4
cos

2π

λ
(x cos θ − (G (x) + g (x) sin θ)) =

=
1

2
− 1

2

(
sin

2π

λ

(
x cos θ −G (x) sin θ − g (x) sin θ

2

))
×

× sin
(
2π

λ

g (x) sin θ
2

)
(84)

whereH1(x) andH2(x) are observed gratings before and after applying the load. The
previous equation represents the effect of beats. In this case, the envelope function is:

1

2
± 1

2
sin
(
2π

λ

g (x) sin θ
2

)
(85)

Moiré fringes form at:

πg (x) sin θ
λ

= πN ; N = 0,±1,±2, . . . (86)

Finally, the displacement g (x) in terms of fringe order N is as follows:

g (x) =
(0.5 +N)λ

sin θ
(87)
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Figure 3.13: Schematic representation of the projection process.

The image plane, of the observation plane and the surface plane is located in-
dependently in the 3D space. As the angle of observation is assumed to be zero, the
H-plane and the G-plane are parallel (Figure 3.13). The angle of illumination is θ.
Thus, it is assumed (without the loss of generality) that the angle between the F -plane
and the G-plane is also θ. As previously, the gray-scale levels of the projected im-
age are determined by function F (y, v), the shape of the surface as GK (x, v) , the
gray-scale levels of the observed image asHK (x, v). Then:

F (x, v) =
1

2
+

1

2
cos
(
2π (x cosα− v sinα)

λ
y

)
(88)

HK (x, v) = F (x cos θ −G (x, v) sin θ, v)
cos θ + ∂GK(x,v)

∂x sin θ√
1 +

(
∂GK(x,v)

∂x

)2 (89)

3.5.2. Experimental setup

Experimental setup for registration of artificial radial pulses and the result of
experiment are provided in Figure 3.14 and Figure 3.15 respectively. The artificial
artery is placed under a deformable layer of polyurethane of 2[mm] thickness and is
covered by a thin deformable rubber membrane. Such a setup mimics human tissue
and skin over an artery located near the surface of the skin. A radial pulse of the
artificial artery generated by the non-uniform blood flow induces deformation of the
artificial skin (and hypodermic layer). Such skin deformation can be measured by the
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Figure 3.14: Experimental setup for registration of artificial radial pulses: (1) measurement
location (test point); (2) vascular graft; (3) flow speed controller; (4) data registration and
presentation.

Figure 3.15: The experimental result of artificial radial blood flow pulsation by means of
double-exposure whole-field projection moiré.
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double-exposure whole-field projection moiré, when the surface of the artificial skin
is illuminated at 45° and the camera continuously captures images of the projected
grating.

3.6. Conclusions

A unified scheme for the identification of centerlines of interference fringes from
optical experimental images is presented in this chapter. This scheme is partly based
on standard algorithms of digital image processing. On the other hand, specific algo-
rithmic implementation and original line tracing methods make this scheme robust to
noise and various distortions in the original optical image.

The main objective of this chapter was to propose a reliable scheme for the con-
struction of 2D map of fringe centerlines, since that in the main source of errors and
uncertainties in the quantitative interpretation of fringe based optical experimental im-
ages. In other words, the reconstruction of 3D maps of the measured physical quantity
(strain, amplitude of deformation, etc.) is not here, since it can be effectively done by
using standard contour-based 3D plotting algorithms.

Robust identification of fringe centerlines is particularly important in shadow and
projection moiré applications where it is common that poor illumination conditions,
non-uniform distribution of moiré fringes in the observation area, complex surfaces of
the investigated systems and noisy backgrounds do not allow a reliable interpretation of
optical measurement results. Reliable identification of fringe centerlines is especially
important in optical MEMS analysis.
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4. VISUAL ENCRYPTION SCHEME BASED ON CGH AND DVC

A novel application of dynamic visual cryptography has been applied for me-
chanical vibration testing, where encoded cover image was fixed on the head of a vibra-
tion shaker system, and a human operator could detect the parameters of the vibration
processes. To apply this technique for the investigation and testing of MEMS devices,
and integration of computer generated holography and dynamic visual cryptography is
proposed, that could enable monitoring of the parameters of MEMS elements.

4.1. Integration of DVC and CGH methods

A new image encryption scheme based on computer generated holography and
time-averaging moiré is proposed in this Section. The proposed encryption scheme
comprises the following steps:

(i) An image hiding technique based on optical time-averaged moiré is used to en-
crypt the secret image.

(ii) Encrypted data are used as the target image for Gerchberg-Saxton algorithm in
order to obtain phase data.

(iii) Various fabrication techniques can now be used to fabricate DOE based on re-
trieved phase data.

The computational decryption is performed as follows:

(i) DOE is illuminated by a coherent laser beam in the virtual optical environment.
The light distribution of the encrypted data is formed in the observation (or the
reconstruction) plane.

(ii) Oscillation of DOE by a predefined amplitude allows to decrypt encrypted the
image and to acquire the secret image.

A flow chart diagram describing the encryption and the decryption processes is illus-
trated in Figure 4.1.

4.2. Computational experiments

Results of computational experiments, that were implemented in Matlab R2012b
environment, illustrating the proposed scheme are shown in Figure 4.3, Figure 4.4 and
Figure 4.5 (the secret image is shown in Figure 4.2). Parts (a) and (b) in Figure 4.3
show the original encrypted image (the encryption is performed according to the algo-
rithm presented in Section 1.5). Two computational experiments were performed with
1x1 composite pixel size in (a) and 3x3 composite pixel size in part (b) (note that the
resolution of digital images in parts (a) and (b) are different). Corresponding phase data
are given in Figure 4.4 parts (a) and (b). The resulting reconstructed image is given in
Figure 4.4 parts (c) and (d). Figure 4.3 parts (c) and (d) illustrates the decryption step of
a standard digital visual cryptography scheme. Figure 4.5 parts (a) and (b) show results
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Figure 4.1: The encryption and decryption processes.

Figure 4.2: The secret image.
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when Gerchberg-Saxton algorithm is applied to the encrypted image; parts (c) and (d)
show the contrast enhanced images of (a) and (b). A technique based on (Ragulskis
and Aleksa, 2009) can be used for the contrast enhancement.

The quality of the reconstructed secret images could be assessed using formal
metrics. A PSNR type metrics is a common choice for the evaluation of the quality of
the decryption algorithms (Au Yeung et al., 2010). However, a PSNR type metrics is
not directly applicable for the proposed technique simply because the original secret
digital image is a black and white image – and the reconstructed image is a grayscale
image. The secret image is leaked in a pattern of time-averaged moiré fringes in a
stochastic grayscale background. A direct pixel by pixel comparison between these
two images is irrelevant.

The quality of the reconstruction of the secret image in our case could be evalu-
ated by the ratio of the smoothness of areas occupied by time-averaged moiré fringes
and the smoothness of the background (the smaller is this ratio, the better is visual
interpretability of the decoded secret image). The standard deviation of the grayscale
level around the mean grayscale level in a particular zone of the time-averaged image is
introduced in (Ragulskis, Saunoriene, et al., 2009). Lets denote the quality parameter
of the reconstruction of the time-averaged secret image Q as:

Q =
σ
(
FS

)
σ
(
FB

) (90)

where σ is the standard deviation of grayscale levels of pixels in a given area; FS

denotes the area of the digital image occupied by time-averaged moiré fringes (the
secret) and FB – the area occupied by the background. It is clear that 0 ≤ Q ≤ 1.
The secret image is clearly seen when Q = 0 (the secret image is revealed by ideal
time-averaged moiré fringes), but it is not interpretable when Q = 1.

The computed values of the quality parameter Q for decrypted images are listed
below: Q = 0.2195 for Figure 4.3 c); Q = 0.2162 for Figure 4.3 d); Q = 0.6675 for
Figure 4.5 a); Q = 0.5806 for Figure 4.5 b); Q = 0.5692 for Figure 4.5 c) and Q =
0.3464 for Figure 4.5 d). It is clear from the results that 3x3 size of the composite pixel
makes the algorithm less prone to noise, that is induced byGerchberg-Saxton algorithm
(Q = 0.5692 for 1x1 and Q = 0.3464 for 3x3 sizes of composite pixels). Note that
Gerchberg-Saxton algorithm is not employed for 4.3 parts (a) and (b) – the additional
noise is not added to the cover moiré grating and the resulting time-averaged moiré
fringes are almost ideally smooth. But the decrypted secret image is well-interpretable
by a naked eye even though the values of Q are much higher for parts (c–d).

As mentioned previously, Gerchberg-Saxton algorithm does introduce additional
noise to the cover image. Therefore it is important to assess the sensitivity of the time-
averaged image to the noise and occlusion contaminations to the encrypted cover im-
age. Thus, a computational experiment is performed by adding a random noise to the
digital cover image illustrated in Figure 4.3 (b).
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Figure 4.3: Computational results of digital visual cryptography scheme. The encrypted image
with different composite pixel sizes is shown in parts a) and b); The decryption results are
shown in parts c) and d).
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Figure 4.4: Computational results for the proposed scheme – the encryption step. Phase data
acquired by Gerchberg-Saxton algorithm is shown in parts a) and b); the reconstructed image
is shown in parts c) and d).
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Figure 4.5: Computational results for the proposed scheme – the decryption step. The results
with Gerchberg-Saxton algorithm are shown in parts a) and b); contrast enhanced images are
illustrated in parts c) and d).
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Figure 4.6 (a) shows the encrypted cover image with added noise uniformly dis-
tributed in interval [−0.1, 0.1]. Note that 256 grayscale discrete levels are used (0
stands for the black color; 1 – for the white color). Each pixel of the cover image is af-
fected by the additive noise; the pixel level is rounded to the nearest discrete grayscale
level (the pixel level is set to 0 if the altered grayscale level is lower than 0; analogously
the pixel level is set to 1 if the altered level is higher than 1). The time-averaged image
of Figure 4.6 (a) is shown in Figure 4.6 (c).

Computational experiments are repeated with the random noise uniformly dis-
tributed in interval [−0.2, 0.2]; the cover image is shown in Figure 4.6 (b) and the
time-averaged image – in Figure 4.6 (d). A naked eye confirms that the proposed op-
tical encryption scheme is robust to noise contamination. Nevertheless, the parameter
of the quality of reconstruction Q for Figure 4.6 (c) (Q = 0.2898 ) and Figure 4.6 (d)
(Q = 0.3933) are computed. That confirms the robustness of the system to the additive
noise (the value of Q for Figure 4.3 c) is Q = 0.2195). Another method to evaluate
noise influence to decrypted image is PSNR (peak signal-to-noise ratio) (Huynh-Thu
et al., 2008), which is defined as:

PSNR = 10 · log10

(
MAX2

I
1

mn

∑m−1
i=0

∑n−1
j=0 [I (i, j)−K (i, j)]2

)
(91)

where I is original image; K is image contaminated with noise; MAXI is the max-
imum possible value of the image. It allows to find the ratio between the power of
corrupting noise, that affects the quality of its representation, and the maximum pos-
sible power of a signal . In case the two images are identical, a value of PSNR tends
to infinity. PSNR values were computed for Figures 4.3 c) - 4.6 c) and Figures 4.3 d)
- 4.6 d). The values are respectively PSNR = +40.95dB and PSNR = +36.21dB,
which indicates also indicates that this method is robust to noise contamination.

4.3. Experimental applications

Note that the illustrated optical decryption scheme is implemented in a virtual
optical environment. Physical realization of the decryption requires an experimental
implementation of the DOE on a surface of an oscillating structure. That enables inter-
esting potential of the proposed optical technique for image hiding and optical moni-
toring applications. The proposed technique can be exploited for vibration monitoring
of the whole experimental setup when the reconstructed image performs oscillations
around the state of equilibrium in the observation plane. Alternatively the proposed
technique can be exploited for visual monitoring of the vibrations of micro-components
carrying the DOE. However, in the later case the visual encoding scheme must account
deformations happening in the cover image itself – the image hiding technique based
on deformable moiré gratings (Palivonaite et al., 2014) must be used then. In any case,
the main objective of this chapter is to propose the fusion of dynamic visual cryptog-
raphy and computer generated holography. All experimental results presented in this
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Figure 4.6: The robustness of the proposed scheme to the additive noise: the encrypted cover
with the added noise uniformly distributed in interval [−0.1, 0.1] is shown in a); with the noise
distributed in interval [−0.2, 0.2] – in b). The decrypted images of a) and b) are shown respec-
tively in c) and d).
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chapter are performed in virtual optical environment.

4.4. Conclusions

An image hiding scheme based on computer generated holography and dynamic
visual cryptography is proposed in this chapter. The secret image is embedded into
the stochastic geometric moiré cover image. Gerchberg-Saxton algorithm is used to
produce phase data from the encrypted cover image and is directly incorporated into
CGH. The secret image is leaked from time-averaged pattern of fringes generated by
an oscillating CGH image in the projection plane; the decryption is completely optical
and does not require an application of a computing device. Moreover, the secret image
is not shared into components – the secret is embedded into a single stochastic cover
image which is directly used as a target image for the Gerchberg-Saxton algorithm. So
far, only the applicability of this technique in virtual optical environments was demon-
strated though the proposed technique has high potential in experimental applications
(especially for optical monitoring of movable components of MEMS).
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5. CONCLUSIONS

1. The performed literature analysis suggested an investigation of time-averaged
holography method application for MEMS analysis. It also shows, that a fringe
interpretation techniques are crucial for MEMS development thus reliable fringe
centerline interpretation is needed. Finally, application of the dynamic visual cryp-
tography for mechanical vibration testing, indicated high potential for adaptation
of this technique for MEMS analysis, by integrating it with the computer generated
holography.

2. It was demonstrated that complex, chaotic motions can be generated even in rather
simple microelectromechanical systems. A model of fixed-fixed beam was created
to demonstrate generation of time-averaged fringes. Three computational simula-
tions were performed (VDC = 40V , VDC = 38V and VAC = 2V , VDC = 35V
and VAC = 5V ). A decay of intensity was observed when the system was per-
forming nonlinear oscillations. Therefore, a straightforward interpretation of time-
averaged holographic interferograms of micro-mechanical components can be not
only be misguiding but the experimental holographic images may not reveal any
interpretable fringes at all. The derived analytical results yield a deeper insight into
the dynamical properties of MEMS components.

3. A reliable scheme is proposed for the construction of 2D map of fringe centerlines,
since that is the main source of errors and uncertainties in the quantitative inter-
pretation of fringe based optical images in optical MEMS analysis. The developed
algorithmic implementation and original line tracing methods make this scheme
robust to noise and various distortions in the original optical image.

4. An image hiding scheme based on computer generated holography and dynamic
visual cryptography is proposed. The secret image is embedded into the stochas-
tic geometric moiré cover image. Gerchberg-Saxton algorithm is used to produce
phase data from the encrypted cover image and is directly incorporated into CGH
and can be effectively applied for optical monitoring of MEMS components. The
reliability of the technique was assessed, which indicated Q values ranging from
Q = 0.2195 (for standard dynamic visual cryptography technique) to Q = 0.5806
(for integrated method). This indicates a quality loss due to noise, though a result
is still interpretable. PSNR values between the decrypted image and decrypted
images with added noise are PSNR = +40.95dB and PSNR = +36.21dB
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